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Chapter 1

Preliminaries

1.1 Basic mathematics terminology

Expressions

Definition 1.1 An expression (or mathematical expression) is a combination of
numbers, variables and/or symbols that represents a single object.

EXAMPLES OF EXPRESSIONS

* 38

LI

4 sin 6 cos 260

17.35 —12.82 4+ 3.51

~3/5
. (x%—Z)(gf—B-Qy)+ 16 + Ttx
xy® — /3x* cos 3z 3—

* 1(8)/Hx(R,Z)




1.1. Basic mathematics terminology

Terms

Definition 1.2 The terms of an expression are the individual parts of that expression
that are added (i.e. separated by + (or —) signs). Reading from left to right, we call the
terms the first term (of the expression), the second term, etc.

A constant term is a term of an expression that has no variables in it.
The coefficient of a term is the constant being multiplied by variables in the term.

Two terms are called like (terms) if, other than their coefficients, they are the same.
Otherwise the terms are called unlike (terms).

EXAMPLE 1
Consider this expression:

3r+5—Te?+9—1z

1. What is the first term of this expression?

2. What is the third term of this expression?

3. Identify the constant term(s) of this expression.

4. What is the coefficient on the first term?

5. What is the coefficient on the last term?

6. Are the second and last terms of this expression like?

7. Identify all the like terms (if any) in this expression.

EXAMPLE 2
Consider this expression:

dxy + Tx + 10xy — 2yx.

1. What is the coefficient on the third term?

2. Identify all the like terms (if any) in this expression.



1.1. Basic mathematics terminology

Some general rules for legally manipulating terms and/or
expressions

Seven things you can always legally do to any expression at any time

1. Write terms in a different order
Combine like terms

Replace equals with equals
Add 0 creatively

Multiply by 1 creatively

FOIL, distribute and /or factor

N ke LN

Apply other legal math rules

Let’s go through these seven things, one-by-one:

1. Write terms in a different order: you can write the terms of an expression in
any order you want. For instance,

7r — 5+ 227 is the same thing as 22% + 7z — 5,

which we write as
Te — 5+ 222 =222 + 70 — 5.

2. Combine like terms using addition and subtraction:

142 +322+ 7 —5+22% =522 + 9z — 4.

WARNING: Be careful not to combine unlike terms:

5+ 8cosx # 13 cosx

3. Replace equals with equals: this means that you can substitute/replace any
term or expression with an equal quantity. Here are some examples:

You can replace this... | ...with this:
2% — 3t dr — 3t
Tx — 3t 4o + 3x — 3t

Another example: if you know s = §, then you can replace s — 4 with 82 — 4.

6



1.1. Basic mathematics terminology

We often write these replacements using = signs. For example, the first line
of the chart above would usually be written

2%y — 3t = 4 — 3t.

Often, we chain together several steps where, in each step, we replace equals
with equals:

4(2-3*=5)+T7=4(2-9-5)+7

Make sure when doing this that you follow universally agreed upon rules for
order of operations (see Section 1.3).

4. You can creatively add 0 to a term or expression at any time.

An uncreative addition of 0: Te =T7x+0
More creative: 22 4+8+7 =a224+8+7+16—-16
Why might you do this?

5. You can creatively multiply by 1 to a term or expression at any time.

3r+ 2 B 3r+ 2 ]

Vi—4  Jt—4

sin sinf cos0

tan 6 B tanf cosf

1* +5 = (2% +5) (3° - 8)

L x2—3$+2 Vt—4
Vi—14 CVi—4 Jt—4

+ 722



1.1. Basic mathematics terminology

Why might you do this? One reason is to add /subtract fractions:
2 3

3+5

6. You can FOIL, distribute and/or factor terms or expressions (more on this in
Section 1.4).

7. You can apply other legal rules of arithmetic and algebra to a term or expres-
sion (more on these later, at various points in the course).

Equations

Definition 1.3 An equation is a statement that asserts that two expressions are
equal. In this situation, we put an = between the two expressions.

In an equation, the expression before the = is called the left-hand side (LHS) and the
expression after the = is called the right-hand side (RHS).

EXAMPLES OF EQUATIONS

©34+5=28
® 8z 4 3zy —4y? =17
e 3sin20 +4cos’f =5tan30 — 1

4TS

Tt3 — 2t2 + He*

. (@+2)@2—3-2) (16+7m

xy® — 3zt cos 3x 3— =

—3/5
) = 32° + % tan(x — 3y?) —
Ty

Equals signs and arrows

An = in math has a very specific meaning. It means that what precedes the = is an
expression (i.e. a quantity), and that what follows the = is also an expression, and
that those expressions are the same (i.e. equal).

EXAMPLES OF HORRIBLE MISUSE OF EQUALS SIGNS

r+8=15=[7] or z+8=15=2=|[7]

WHAT THAT PERSON ACTUALLY MEANT

r+8=15

z=[7]



1.1. Basic mathematics terminology

Arrows in mathematical sentences also have specific meaning. A double arrow =
is short for the word “therefore”. The arrow = means that whatever comes after
the = follows as a logical consequence of what comes before the =.

A single arrow — is used for functions (more on this later) or limits (more in cal-
culus), not logical implication or to indicate steps in a problem.

EXAMPLES OF HORRIBLE MISUSE OF ARROWS

Bz +4) = br+20  5(x+4) — 5z + 20

EXAMPLES OF CORRECT USAGE OF =

r="T = 2% =49.

r+8=15 = x="T.

WARNING: I penalize the misuse of arrows and equals signs. This is a pet
peeve of mine.

EXAMPLE 3
Consider this equation:

5224 3z — 7 =422 — 222+ 9
1. What is the second term on the left-hand side?
Answer: 3z

2. What is the constant term on the right-hand side?

Answer: 9

3. Which side of the equation contains like terms?
Answer: the RHS (42? and —22? are like)

4. What is the z term on the left-hand side?

Answer: 3x

5. What is the coefficient on the first term of the left-hand side?

Answer: 5



1.1. Basic mathematics terminology

General rules for manipulating equations

Equations are like balanced scales. Whenever you change the value of one side of
an equation, you must change the value of the other side in the same way (to keep
the scale balanced).

EXAMPLE 4
Consider this equation:

322 + 42 — 2 =1022 — 92 + 12

1. Add 3z to both sides of this equation.

2. If this equation is manipulated so that the left-hand side becomes 4x —2, what
must the right-hand side be?

3. If this equation is manipulated so that the right-hand side becomes 1022 — 5z,
what must the left-hand side be?

4. Add or subtract something from both sides of this equation so that the right-
hand side becomes 12.

10



1.1. Basic mathematics terminology

Note: Combining like terms, creatively adding 0 and creatively multiplying by
1 do not change the value of an expression.

So you can do these types of things on one side of an equation without doing
them on the other side.

Here is an example of valid math:

3sin20 + 4cos’f = Htan 360 — 1

, 5, tan?6
3sin 20 + 4 cos” 6 - 5 =5tan30 — 1 + cost) — cos 0
tan- 6

But this next “algebra” isn’t valid, because the LHS changed in a way the RHS
didn’t:

3sin20 +4cos’h = 5tan 36 — 1
3sin20 + 4cos? 6 - tan’6 = 5tan 360 — 1

Inequalities

Definition 1.4 An inequality is a statement that asserts one expression is more than
(and/or equal to) another. In this situation, we put <, <, > or > between the expres-
sions.

An inequality is called strong or strict if it has < or >, and is called weak if it has <
or >.

EXAMPLES OF INEQUALITIES

a) 3 < 5+ 6is a strong inequality.

b) 5z + 7 > 3 — 4y is a weak inequality.

General rules for manipulating inequalities

You manipulate inequalities the same as you would equations, with one exception:
when you multiply or divide by a negative number, the direction of the inequality changes.

or < 25 —Z > 4

wlr

11



1.2. Quick review of arithmetic
1.2  Quick review of arithmetic

Multiplication of fractions

To multiply fractions, multiply both the numerators and denominators:
§1.2 EXAMPLE 1

Y 3.9
8 7
— 3
b) — .2
)9 20

Negative signs in fractions

A negative sign in a fraction can be in the top, bottom, or out in front; it doesn’t
change the fraction:

a —a a
- =—-=—
b

b b b
Of course, negatives in both the numerator and denominator cancel:
—a _a
b b

Division of fractions

. a .
The reciprocal of fraction — is

1
— = — (i.e. flip the fraction over). To divide one
b
fraction by another, multiply the first by the reciprocal of the second:
§1.2 EXAMPLE 2
3 .9
7
b) &
3
7
5 7. -5 7 3 21 7
Solution: 6 = — « =", % — " _|___|
0”10”—75 6 3 6 -5 —30 10
3
4+ (=
9 1+ ()

12



1.2. Quick review of arithmetic

(oW
N
Hk‘oo\w

)
N
Noo‘ w

WARNING: The answers to (d) and (e) above are different. In general,

.

o ‘@\m
n\:r‘ j=)

so you should avoid writing this:

Addition and subtraction of fractions
Adding/subtracting fractions is harder than multiplying /dividing them, because

to add fractions you need to find a

§1.2 EXAMPLE 3

)2+3
a J— p—
74
1
b)§_f Z
5 2 8
Solution
§_1+3_3(8)_1(20)+7(5)_34_@+§_24—20+35_@
5 2 8 5(8) 2(20) 8(5) 40 40 40 40 40
) 5+1
“ 1278
.5 52)  1(3) 10 3 |13
Slt . — —_ = _— _— = — .
oMb T TR T o) T8B) 24 4 | M

13



1.2. Quick review of arithmetic

Whole number exponents

First, a whole number is a number like 1,2,3,4.....

Definition 1.5 If n is a whole number, then the expression x™ is short for the product
of n copies of x:
=z-rv-r---w

In this context, x™ is called the n® power of x; x is called the base; and n is called the
exponent.

QUICK EXAMPLES

a) 2°=2-2-2.2.2.2=32]

We pronounce this “2 to the 5™ power is 32”.

In this expression, 2 is the base and 5 is the exponent.

b)

) —34:—(3-3-3-3): —8&1
d) (=3)* = (-3)(—-3)(-3)(—3) =[81]

Exponent rules

In calculus, it is vital to be able to manipulate expressions involving exponents.
This manipulation involves appliction of what are called rules (or laws) of exponents.
To understand exponent rules, let’s start by considering a picture which lists the
powers of 3:

3 9 27 81 243 729

Writing these numbers as exponents, the same picture is

X3 x3 x3 X3 x3 x3

~_ — ~_ — ~_ ~_ — ~— ~— —
=3 =3 +3 =3 =3 =3

The exponents (shown in red) make a number line (of sorts), where multiplying by
3 moves you one unit to the right and dividing by 3 moves you one unit to the left.

14



1.2. Quick review of arithmetic

X3 X3 X3 X3 X3 X3 X3 X3 X3
31 /NSZ/\SJ/N34/N35/N30/N37/N38/\\39/N
~— ~— ~— ~— ~— ~— ~— ~——7 ~—~
=3 =3 +3 =3 =3 +3 =3 =3 =3

OBSERVATION # 1
Multiplying by 3" corresponds to moving b places to the right on this diagram. So

if you start at 3¢ and multiply by 3°, you go from position «a to position
Writing this idea as an exponent rule, this is

OBSERVATION # 2
Suppose you multiply by 3 b times. Each time you multiply by 3¢, you move to the

right @ units, so if you do this b times, you have moved to the right a total of

units, which corresponds to multiplying by . Writing this as an exponent

rule, we have

OBSERVATION # 3
If I wanted to know what 3" is, for the diagram to make sense I would have to get

to 3" by starting at and by 3. This makes

3=3"+3=

OBSERVATION # 4
Dividing by 3" is equivalent to moving b units to the left. So if you start at 3“ and

divide by 3", you go from position « to position . Writing this idea as an
exponent rule, we have

15



1.2. Quick review of arithmetic

There’s nothing special about the 3 in these observations. They hold for any base
x, meaning that we’ve derived these rules:

Theorem 1.6 (Laws of exponents)
Anythingf|to zero poweris 1: 2° =1

Anything to first power is itself: ' =z

b +b

To multiply powers, add the exponents: z%z° = 2",

Iterated exponents multiply: (z%)” = 2

a

T
To divide powers, subtract the exponents: — =z
x

a—b

“One caveat: if z = 0, then 2° = 0° which is tricky... you need calculus to evaluate 0°.

Theorem 1.7 (Exponents respect multiplication and division)

e (2) 22

WARNING: Exponents do not respect addition and subtraction: in general,

(:L,_‘_y)a#l,a_l_ya (z_y)a%xa_ya

Integer exponents
First, an integer is a positive or negative whole number, or zero. Integers are num-

bers like ..., —3,—-2,-1,0,1,2,3, ....

We know what happens when an exponent is either a positive whole number or
zero. What if the exponent is negative?

X3 x3 x3 x3 X3
30“3] /\32/\3,;/\34 /\

1 3 9 27 81

32 3!
~N~—— ——
+3 +3 =3 +3 =3

~— || >~

~N~—— || ™Y~

16



2. Quick review of arithmetic

372

1 3() I 32 3 . R

3(l

1 ot }
3¢ 27 9 3
Again, there’s nothing special about 3 (we could use any base). This leads to the
following rule:

Theorem 1.8 (Negative exponents)

Rational exponents, square roots and other radicals

First, a rational number is any number that can be written as the quotient of two
integers. These include

5 —1985445

- ——— 1 2
3’ 979438 ) 8.2

Continuing with our diagram with powers of 3, let’s try to think about what 3¢

. . . . 1
would be if @ was a rational number that wasn’t an integer. Let’s start with a = 5
x3 x3

— L=

307 T g1/2 3! 3327 g2

So 32 must be a number which, when multiplied by itself, gives 3. This is what
we call the square root of 3 and denote by /3. We conclude:

17



1.2. Quick review of arithmetic

Now, what about 3'/%? Here, we think of the diagram

X3 X3
31/3 x31/3 x3 31/3 x31/3 x3
30 -~ 31/3 - 32/3 - 31 - 34/3 - 35/3 - 32
We can see from this picture that 31/ = and that 3*/3 =
Similarly, 3'/" = and that 3™/" =

More generally, there is nothing special about using 3 as a base. We have these
rules for rational (fractional) exponents:

Theorem 1.9 (Rational exponents)

vz = z'/? Yz =" xm/”:C/x_m:(%)m

Expressions involving a ,/, ¢/ or ;/ are called radicals (these signs are called
radical signs). Since radicals are effectively rewritten exponents, they respect mul-
tiplication and division but not addition and subtraction:

Theorem 1.10 (Radicals respect multiplication and division)

VI =VEVE Y= T

WARNING: Radicals do not respect addition and subtraction: in general,

Vity# Vet .y VrEy# ey

18



1.2. Quick review of arithmetic

ments

V25 = 5 (not +5).

One more thing about square roots:. There is a difference between the state-

r =4/

Square roots (and other even roots) are never allowed to be negative. So

However, if we have the equation z? = 25, then x might be negative, so 2% = 25
leads to x = +1/25 = +£5 (not just 5).

Examples

§1.2 EXAMPLE 1

Evaluate each expression:

1.

30

. 03

48
45

32%/°

27—2/3

74/5\5/7

19



1.2. Quick review of arithmetic

§1.2 EXAMPLE 1
Simplify each expression (by combining the exponents as much as possible):

L VB VoV

2. (32%y°)y?
Solution: (3x%y®)y? = 32232 =|32%y°|.

»(555) ()

§1.2 EXAMPLE 3
Rewrite each expression using radical signs, so that it contains no fractional or
negative exponents:

1. /3

Solution:. z'/3 = | Yz |.

2. 723
. 1 1 1 .
Solution:. z~%/3 = 75 =| 551 ( 5 |is also correct.)
x z (V)
3. 19%/2

Solution:. 19Y/2 = | /19|,

4, 17%/3503/421/8
Solution:. 172/3503/44:1/8 = | V172v/503/x |.

20



1.2. Quick review of arithmetic

§1.2 EXAMPLE 4 (VERY IMPORTANT IN CALCULUS)

Rewrite each given expression in the form Oz", where the boxes are numbers:

1.

8x7 8 1

A2 SV
2(0..3\2

2x%(3x7) 9. /o5
1 -

5z 10. (;)

3

7 11. 2*Vx

Ve 12. /6443

il 3x~3
5 13.

t Y
3

1972 14. 4

21



1.3. Order of operations

1.3 Order of operations

MOTIVATION
Consider these two expressions:

4+3-5 18 =3 x 2

A reasonable person might interpret either of these expressions in two ways:

4+3-5 18 +3 x2

Reasonable person # 1:

Reasonable person # 2:

If we don’t decree one of these people to be wrong, this is a big problem!

We need universally agreed-upon procedures for evaluating complicated expres-
sions like these.

This means we have to know what to do first, and in what order to do things.

In other words, we have to have a standard order of operations that everyone
agrees (has agreed) to follow.

Problems with PEMDAS

You may be aware of the expression “PEMDAS” which is frequently used to teach
order of operations. This is not a bad thing to know, but it is dangerous.

¢ There is some batshit crazy wrong stuff related to PEMDAS / order of oper-
ations floating around on places like YouTube. Be very careful looking at this
stuff.

e PEMDAS doesn’t mention functions like sin, log, cos, etc. How do functions
tit into order of operations? PEMDAS doesn’t say (we'll talk about this in
Chapter 2).

¢ PEMDAS makes it seem like M comes before D. But in reality, M and D are
“tied”, in that you work out all multiplication and division from left to right
(you don’t do all the multiplication before all the division). A and S are sim-
ilar.

22



1.3. Order of operations

In other words, PEMDAS should really be thought of as

e (23

Put another way, here is our order of operations (for now):

1. Parentheses (and other grouping symbols like brackets) supersede
everything else.

Be careful! There are often invisible parentheses that are present
even if they aren’t written. Here is an example:

3+7
84 - —
+9—4

When writing a horizontal fraction bar, there are always invisi-
ble parentheses around the top and bottom of that fraction.

2. Exponents, from left-to-right
3. Multiplication and Division, from left-to-right
4. Addition and Subtraction, from left-to-right

QUICK EXAMPLES

a) 8—12+2=-10+2=-8]
b) 8—(12+2)=8—10=[-2]
€) 24+4x2=6x2=[12]

d) 3+7;3:3+;l=3+2:.

€) 5-2°—(3°+2)=5-8—(9+2) =40 - 11 =29}
f) 5-12-4-2=4>-8=16—-8=|8].

23



1.4. Distributing, FOILing and factoring

1.4 Distributing, FOILing and factoring

Distributing

By distributing, we mean applying what is called the distributive law, which says
that for numbers a, z and v,

a(z +y) = ax + ay.

This law is based on an area calculation, where we figure the area of a rectangle
two different ways:

§1.4 EXAMPLE 1
Distribute, and then simplify by combining like terms:

a) 5(z+3)
Solution: 5(x + 3) =[5z + 15|,

b) 22%2(52% + 8y/x)

c) 5(x+3)+xz(r—2)

Solution: 5(x + 3) + x(z — 2) = bz + 15+ 22 — 2 = |2 + 3z + 15|,

d) 3(z*+4)—5(x+1)+4(22* + )

24



1.4. Distributing, FOILing and factoring

WARNING.:. Distributing is special to multiplication. Operations other than
multiplication do not distribute!

(x+y)* #2” +y°
sin(x + y) # sinx + siny
cos(z + y) # cosx + cosy

VIty# VTt Jy
1,11
vty oy

[z +y| # |z[ + [b]
log(z +y) # logz + logy

The only thing that distributes is multiplication:
5(x +y) = bz + by a(r +y) = axr + ay

In general, if you see + or — inside parentheses or otherwise grouped, you
should think “Aw, crap - I probably cannot do anything simple with this”. The
presence of addition and /or subtraction makes algebraic manipulation harder,
generally speaking.

On the other hand, x or + inside parentheses is often not so bad:

o () -

lzyl = |z |yl =

NN e

N

glg imsis
<R .

Y
log(xy) =logx + logy log (;) =logz —logy

etc.

25



1.4. Distributing, FOILing and factoring

FOILing
By FOILing, we mean applying this law:

(a+0b)(x +vy) = ar + ay + bx + by.

We call this FOILing because four terms you get come from the First, Outside,
Inside and Last terms of those being rewritten.

Like distributing, FOILING is also justified by an area calculation:

B i Xty e > X y
A 4 !
atb T
b :
Y :

FOILing a sum and difference

Something special happens when you FOIL the sum and difference of the same
terms:

(a+b)(a—0b) =

It is useful to remember this fact:

Theorem 1.11 (FOILing a sum and difference) For any terms a and b,

(a+b)(a—b) =a®>—b*

§1.4 EXAMPLE 2
FOIL (and/or distribute), and then simplify by combining like terms:

a) (2z+1)(x—3)

b) (22 + 5)(2z —5)

26



1.4. Distributing, FOILing and factoring

) (x+7)(3z—1)+2x(x—5)

d) (vr+2)(32%2 - 50712

Factoring

Factoring the “opposite” or “inverse” procedure of FOILING/distributing. Here’s

the idea:
FOIL
/\

Expressions Terms being
being multiplied added/subtracted

~

factor

Here’s a specific example of the concept:

FOIL
T

(v +2)(20 — 1)
\_/

factor

To factor an expression, pull out common factors, look for a difference of squares,
and then try to factor what’s left.

27



1.4. Distributing, FOILing and factoring

Pulling out common factors

§1.4 EXAMPLE 3
Completely factor each expression:

a) 3x—12

b) 523 + 1022

c) 22+ 5z

Factoring a difference of squares

If we see any expression of the form a? — b?, we can undo the FOILING rule we
saw earlier to write
a’> —b* = (a+b)(a—0).

This is called factoring a difference of squares.

§1.4 EXAMPLE 4
Completely factor each expression:

a) z2-9
b) 2?14
c) 25t2 — 81

d) 2t —2?

28



1.4. Distributing, FOILing and factoring

Factoring 2% + bz + ¢

Expressions like this should be factored as (z + O)(x £ A). I tend to factor these
by trial and error, with the object of finding two numbers [J and A that multiply
to the constant term ¢ and add or subtract to give the coefficient b on the x term.

§1.4 EXAMPLE 5
Completely factor each expression:

a) x°—Tx+12

b) 22+ 8z — 33

c) z°—122* + 3623

d) 322+ 9z — 30

e) v’ +x+ -

29



1.4. Distributing, FOILing and factoring

Factoring az? + bz £+ ¢

These tend to factor into something like ($x + 0O0)(Vx £ A), where the shapes are
numbers. If the a isn’t a common factor that can be pulled out, then you try to
factor these by trial and error, or use the “box method”.

§1.4 EXAMPLE 6
Completely factor each expression:

a) 2z%+ 3z —20

b) 1822+ 21z —4

1822

b) 1223 + 422 — 162

30



1.5. The coordinate plane

1.5 The coordinate plane

Ordered pairs

Just as real numbers can be thought of as points on a number line, ordered pairs
(x,y) can be thought of as points in a plane. The first number in an ordered pair
is called the z-coordinate and measures the horizontal distance the point (z,y) is
from the origin; the second number in the pair is called the y-coordinate and mea-
sures the vertical distance that (z, y) is from the origin.

§1.5 EXAMPLE 1
Graph the following points on the provided axes:

(0, -3) (—2,0) (5,—1) (—3,4)

= N W B O

5-4-3-2-1| 12 3 4 5

Quadrants

The z- and y-axes divide the coordinate plane into four quadrants, numbered by

Roman numerals:
y

Quadrant II Quadrant I
x<0,y>0) | x>0,y>0)

Quadrant III | Quadrant IV
x<0,y<0) | x>0,y<0)
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1.5. The coordinate plane

Distance formula & Pythagorean theorem

Recall the Pythagorean Theorem, which relates the lengths of the three sides of a
right triangle:

Theorem 1.12 (Pythagorean Theorem) If AABC is a right triangle with legs a
and b and hypotenuse c, then

a® + b2 =2

D

a

The Pythagorean Theorem can be used to find a formula for the distance between
two points in the zy-plane:

Theorem 1.13 (Distance formula) The distance between points (z1,y,) and (2, y2)
is

d= \/($2 — 1)+ (y2 — y1)*

WHY THIS FORMULA IS TRUE

Yy

/ (x27y2)
d
(xl,J/l./

§1.5 EXAMPLE 2
Compute the distance between each given pair of points:

a) (3,7)and (—5,10)
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1.5. The coordinate plane

b) (2,—3)and (9,1)

Solution: by the distance formula, this is

d= /(s —21)2 + (g2 — 1) = /(1 — (=3))2 + (9 — 2)2

VA2 £ 72
V16 +49 = [/65 |

c) (4,0)and (z,2?)

Note: horizontal and vertical distances do not require the distance formula:

§1.5 EXAMPLE 3
Compute the distance between each given pair of points:

a) (5,8)and (5,—3)

b) (—2,—6)and (—2,—1)

33



1.5. The coordinate plane

Equations of circles

The distance formula can be used to describe the set of points in the xy-plane that
lie on any circle. Suppose we have a circle centered at (5, k) with radius r:

Y

Theorem 1.14 (Equations of circles) The equation of the circle of radius r centered
at (h, k) is
(z— )2+ (y—k)> = ™.

§1.5 EXAMPLE 4
Complete the following table:

Radius
Graph of circle Equation of circle Diameter
Center

Y
8
6
4
2

2,3)

2 4 6 8

=2
-4
-6
-8
8
6
4
2

: (z—3)2+(y—2)* =4

-8 -6 -4 -2 2 4 6 8

| | ! |
- TR S S )
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1.5. The coordinate plane

Graph of circle

Radius
Equation of circle | Diameter
Center

Nos o o

' | ! |
® o s 0N

The unit circle

unit circle. Its equation is

Definition 1.15 (Unit circle) The circle of radius 1 centered at (0,0) is called the
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1.6. Quick review of unit circle trigonometry

1.6 Quick review of unit circle trigonometry

RECALL
The trigonometric functions sine, cosine and tangent are used to convert rotational
measurements into distance measurements:

Definition 1.16 (Unit circle definition of sine, cosine and tangent) Take a num-
ber 0. Starting at the point (1,0), mark off an arc of length 6 on the unit circle (go

counterclockwise if 0 > 0 and clockwise if § < 0). In other words, mark off an angle of

0 radians.

Call the point on the unit circle where the arc ends (x,y).

Then define the sine, cosine and tangent of 6 to be:

sinf =sin(0) =y
cosf =cos(f) ==z
in 0
tanf = tan(f) = g _ slope of the terminal side of ¢
x  cost
Trig functions as coordinates Trig functions as directed distances

tan 6 = slope

sin |--=----= (x,)=(cos 6, sin 6) coS

6

tan 6

T
1
1
1
1
1
2
&
<
=

>

7. Y Y y———

o)
o}

6 ]1 ]1

In the second picture, we call these “directed” distances because they could be
negative (if the arrows point left or down, for example).

§1.5 EXAMPLE 1
Evaluate each quantity:

a) cosm C) tan2rw
3 _

b) sin on d) cos -
2 2
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1.6. Quick review of unit circle trigonometry

If we are applying trig to a problem where our circle doesn’t have radius 1, we
think of “blowing up” the previous pictures by a factor of r, where r is the radius
of the circle we’re considering:

tan 6 = slope

!
V4

r /,/
/__ III
. tan 6 = slope / (x’y):(r cos 0, r sin 0)
(x,y)=(cos 6, sin 6) :
| 1
| xr !
1 E sin 6 — r :
0 | 7 sin 0
1
cos 6 1 I
/ 1
1
1
1
- |

7 cos 0 r

§1.5 EXAMPLE 2
In each picture, you are given a length or coordinate marked with a “?”. Write
a formula for the “?” in terms of the other numbers and variables given in the
picture:

m="?

QO
A
( a)
oy
A
2SN
(@)
A
W
[\
~J
)o
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1.6. Quick review of unit circle trigonometry

Secant, cosecant and cotangent

There are three other trig functions, which are the reciprocals of the functions we
defined above:

Definition 1.17 Let 6 be a number or an angle. Define the secant, cosecant and
cotangent of 0 to be, respectively,

1 0 L t 0 !
csch = cotf =
cos 6 sin 0 tan 6

sec =

Generally speaking, secant, cosecant and cotangent aren’t that useful, but they
streamline some computations in calculus, so we’ll cover a couple of important
things about these functions later.

Signs of the trig functions

Whether or not a trig function of ¢ is positive or negative depends on the quadrant
in which the angle 0 lies. We use the phrase

All Scholars Take Calculus
to help remember the signs of the trig functions:
.

Quadrant II , Quadrant I
sin 0, csc 6 > 0; All trig

other trig functions
functions < 0 >0

Quadrant III | Quadrant IV

tan 6, cot § > 0; cos 0, sec 6 > 0;

other trig other trig
functions < 0 functions < 0

Definition 1.18 An angle is called quadrantal if it is a multiple of g (i.e. is a mul-

tiple of 90°). Such angles include

0,47 4m +57 4or 427 4gp 41T
2 2 2 2

These angles do not belong to any of the four quadrants I-1V.
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1.6. Quick review of unit circle trigonometry

Trig functions of special angles
A “special angle” is any multiple of 30° or any multiple of 45°, i.e. angles like
0°,30°,60°,90°,120°,150°, —30°, —60°, —=90°, —120°, —150°, ...
45°,90°,135°,180°, 225°, —45°, —=90°, —135°, —180°, —225°, ...
In radians, these special angles are any multiple of %, any multiple of Z, any mul-
_ m , m :
tiple of 5 any multiple of 5 or any multiple of 7:
TOm W oM m —Im w —m 3T O™ 3T —om
6’676 6 66 '3 374 472 2
These are the angles you get when you divide a right angle into halves or thirds,

and are the most commonly used angles in math courses and in real-world situa-
tions.

,0,m, —2m, 3, ...

DISCLAIMER: You will pretty much never see degrees used in any math class
again. All problems in MATH 130 will be asked in radians, and any problem
asking for an angle in MATH 130 is asking for an answer in radians.

That said, most folks are more used to thinking in degrees. If you prefer to think
in degrees, there are certain angles (in radians) that you should just “know” how
many degrees they correspond to:

™

o zi o z: o e o E: o
m =180 2—90 5 60 1 45 5 30

Reference angles

Given angle 6, a reference angle of 6 is an angle # in Quadrant I which can be
obtained from 6 by reflecting 6 across the z- and/or y-axes:

y y

That means that if (z, y) is on the terminal side of 6, then (£, +y) is on the terminal
side of 6.

Therefore, since the trig functions are computed from such a point, we know:
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1.6. Quick review of unit circle trigonometry

Theorem 1.19 If f is the reference angle of 0, then

Sin@zzi:SiIlg; COSHzicosé; tan® = +tan .

It is fairly easy to compute the reference angle of a special angle given in radians:

IF IN LOWEST TERMS:

(whole #) m +—

(odd #) 7
2

(whole #) m
4

(whole #) =
3

(whole #)
6

Theorem 1.20 If 0 is in radians, expressed as a fraction % where % is in lowest

terms and b = 2,3, 4, or 6, then the reference angle of 0 is 6 = %
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1.6. Quick review of unit circle trigonometry

How to compute trig functions of special angles in any quadrant

1. Determine whether or not the angle  is quadrantal (i.e. whether or not 6 is a

multiple of 90°, or a multiple of g or ).

2. If 0 is quadrantal, determine the point on the unit circle at angle ¢. This point
will be (£1,0) or (0,+1). Then:

cos =x — flip over cosf to get sect
sinf =y — flip over sinf to get csc 0
tanf = slope — flip over cot 6 to get cot 6

3. If § is not quadrantal,
a) Determine the reference angle 0 of 0. The ref. angle will be 30°, 45° or
60°.
b) Compute sin § or cosf or tan by remembering the following table (or
using a “finger-counting trick”):

Theorem 1.21 (Trig functions of special angles in Quadrant I)
6 in degrees ¢ in radians sinf | cosf | tand®
30° E 1| B3| 1
6 2 2 V3
15 g V2ol ov2o
4 2 2
T V3 1
° - — = 3
60 3 2 2 v

c) If asked to compute sec, cscf or cot 8, flip over the trig function you
found in the previous step as needed.

d) Determine the quadrant ¢ is in; this will tell you the sign of your final
answer based on the “All Scholars Take Calculus” rules.

e) Your final answer is the +/— sign from step (d) together with the num-
ber from steps (b) and (c).
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1.6. Quick review of unit circle trigonometry

§1.5 EXAMPLE 3

Compute the exact value of each quantity:

T
a) sin 2

d)

cos —
3

-
COS ——
3

sin —

g)

h)

sec —
3

sin

cos4m

157
Ccos ——
4

CSC ——
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1.6. Quick review of unit circle trigonometry

k)

D

p)

4
tan —

3

.4 . . iy
Solution:. ?ﬂ = 4-60° is in Quadrant III (making the answer positive);

~ ~ 4
the reference angle is 6 = g = 60°; tan § = 1/3; so tan % = .

. —om
Sin
. =5 . . .
Solution: Tﬁ = —5-60° is in Quadrant I (making the answer positive);
. o~ 3 -5 3
the reference angle is 6 = T_ 60°; sinf = £; SO sin T £ .
3 2 3 2

t m

cot —
6

Solution: % = 30° is in Quadrant I (making the answer positive);

tan 30° = /3; so cot 30° =

-

3T
cos —
2

.3 .
Solution: g = 3-90° = 270° is quadrantal;

3
the point on the unit circle is (0, —1); so cos ?7( =10]

3T
tan —
2

Solution: g = 90° is quadrantal;
this angle is vertical so its slope is undefined; so tan g 'DNE|

Y
sin —
4

.5 . . .
Solution:. Zﬂ = 5-45° is in Quadrant III (making the answer negative);

the reference angle is § = % = 45%;

5m _| _v2
|

. 2
inf = sin45° = ~=; so sin — =| —
S1n S1n 9 SOSlIl4

43



Chapter 2

Functions

2.1 Introducing functions

§2.1 MOTIVATING EXAMPLE A
Let’s create a “function” called “A” that can be used to compute the area of a
square, in terms of the side length of the square.
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2.1. Introducing functions

§2.1 MOTIVATING EXAMPLE B
Suppose you buy frozen pizzas at Meijer. Each frozen pizza costs $5.00, with
the catch that frozen pizzas are “buy one, get one free”. Create a function called
“price” that models this situation:
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2.1. Introducing functions

§2.1 MOTIVATING EXAMPLE C
Suppose you make $20 per hour (and are paid time-and-a-half for each hour over
40 you work each week). Let’s analyze your weekly pay (before taxes and other
deductions) in terms of the number of hours you work and create a function called
“pay” modeling this:
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2.1. Introducing functions

§2.1 MOTIVATING EXAMPLE D
Compute the slope of an angle, in terms of the measure (in radians, of course) of

the angle. The function that models this is called

angle slope
(radians)
0 0 tan 0
n s T tan s
‘/3 L 5 g 5 — tan 5
il T ﬂ tan T
T 4 4 4
2 b4 E T Lo, tan T
" - 3 3 3
4 T T tan ¢ s
— - an —
1 x 2 2 2
\/E L 3 3 tan 3T
— — — — -1 tan — = —1
6 1 1 1 an 1
0 T 0 r 250 tanm =0
f o 0 or 2% o tan2m =0
tan
P r —

§2.1 MOTIVATING EXAMPLE E
Given a human being, determine the year in which they were born; call this pro-

"oy,

cess “y”:

person birth year
George Washington 1732 G.Washington % 1732 y(G.Washington) = 1732
Denzel Washington 1954 D. Washington % 1954 y(D. Washington) = 1954
Taylor Swift 1989 Taylor Swift % 1989 y(Taylor Swift) = 1989
Babe Ruth 1895 Babe Ruth % 1895 y(Babe Ruth) = 1895
Caligula 12 Caligula % 12 y(Caligula) = 12
Woodbridge Ferris 1853 W. Ferris % 1853 y(W. Ferris) = 1853
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2.1. Introducing functions

Examples A-E above are examples of functions. A function is as a procedure or a rule
of assignment that produces outputs from inputs (i.e. assigns outputs to inputs):

¢ This procedure might be simple, and it might be very complicated.

* The procedure might follow a mathematical rule that is easy to write down
(like Motivating Example A);

¢ the procedure might be impossible to describe without inventing a new name
for it (like Motivating Example D);

* the procedure might require different cases, depending on what the input is
(like Motivating Examples B or C);

¢ the procedure might take rather complicated mathematical notation to write
(we haven'’t really seen this in the examples); and

* the procedure might not be “mathematical” at all (like Motivating Example
E).

What makes each of these procedures a function is this important principle:

IMPORTANT: for a procedure to be a function, it must be the case that if you
perform the procedure twice with the same input each time, you must get the
same output each time. In other words,

each input of a function leads to at most one output.

More precisely:

Definition 2.1 A function f is a procedure which generates outputs from inputs, in
such a way that each input leads to one and only one output.

The output produced from input x is denoted f(x).

Functions are named by lots of different things:
¢ most commonly, by a single lowercase letter (f, g, k, etc.);
e capital letters, Greek or Hebrew letters (F, A, «, 1, X, etc.);
* words or phrases (sin, cos, sec, log, In, etc.);
¢ symbols (\/', R etc.); or

* using “grouping-type” symbols that enclose the input, like | | (absolute value)

or | |.
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2.1. Introducing functions

Don’t misinterpret the parentheses in f(z)!

WARNING: All your life you have been told that parenthesis means multipli-
cation, i.e.
3(2)=6 or a(b+c)=ab+ac.

If f is a function, the parenthesis in “f(z)” do not mean multiplication. In
particular, f(z) does not mean f times z, and f(a + b) is not the same thing as

f(a) + f(b) (in general).
f(x) means, literally, this:
“the output of function f when z is the input”.
and is better understood through the diagram
By the way, this diagram also shows the difference between “ f” and “ f(x)":

* f(z)is the output of function f when the input is z; but

¢ fisthe function itself. f is neither the input nor the output-it is the name
of the procedure that produces outputs from inputs.

A useful analogy: at the grocery store, z is an item you buy, f(x) is the price of
that item, and f is the cash register (which scans your item and tells you how
much you have to pay).

Sometimes the parenthesis in the f(x) is omitted and we just write fz, especially
if the function is named after a word or phrase, rather than a single letter.

We usually write sin z instead of sin(x), for instance.
But sin x does NOT mean something called sin times z.

sin x refers to the output of the function sin (which computes y-coordinates from
angles), when the input is .
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2.2. The rule of a function

2.2 The rule of a function

Motivating examples A-E discussed earlier were described in words. Here is an-
other example of a function described in words:

§2.2 EXAMPLE 1
Let g be a function which takes its input, multiplies the input by two less than the
input, then takes the cosine of that product, then multiplies the square of that by
2, and finally subtracts 4 times the input cubed.

Questions:

* Was this description of g easy to read?

Was this description easy to interpret?

Do you think you could easily perform mathematical operations on this g
(combining it with other functions, etc.)?

Would you enjoy writing descriptions like this of functions you encounter or
compute?

We need a way of describing a function that has two attributes:

1. it is efficient (meaning it can be written quickly, with a minimal number of
symbols and words), and

2. it is effective (meaning that the description is useful for performing mathe-
matical operations that solve important applied problems).

Here’s how we do this:
We compute the output of the function if the input is generic and arbitrary.
In math, generic and arbitrary things are represented by variables like .

So we compute the output of the function if the input is a generic .
(You can use a letter or symbol other than z. The choice of variable often has
to do with what the variable means. For instance, if the input to a function is
time, we probably will use instead of z.)

This gives us some formula with z in it.

It is valid to say that f(x) equals this formula (assuming the function is named
), since the formula gives the output associated to .

(If we used t as the input, our formula would be f(¢) = ..., not f(z) = ....)

This leads to an equation called a rule for the function:
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2.2. The rule of a function

Definition 2.2 Let f be a function. A rule for f is an equation of the form

f(x) = something

where the “something” is the output that comes from input x.

As mentioned, we don’t have to use x for our generic input; we can use ¢ or y or
or some other letter or symbol. These would produce rules that look like

f(t) = something of ¢ f(y) = something of y f(#) = something of ¢

Main concept: To describe a function, it is sufficient to write down its rule.

Reason: Think of the x as a placeholder which represents where the input goes.
Given a rule for f, to find any output you take whatever input you are given
and replace all the zs in the rule with the appropriate input.

§2.2 EXAMPLE 2
Write down a rule for each function:

a) Let & be the function which takes the cube root of its input and then adds 4
to produce the output.

b) Let k be the function that takes the product of the sine of its input and the
tangent of twice its input (to produce its output).

c) Let F be the function that squares its input, then takes the cosine of that.

d) Let f be the function that adds 3 to twice the input, takes the seventh power
of that, subtracts twice the input and then takes a cube root of that to produce
the output.

BACK TO EXAMPLE 1
Let g be a function which takes its input, multiplies the input by two less than the
input, then takes the cosine of that product, then multiplies the square of that by
2, and finally subtracts 4 times the input cubed.

What is a rule for g?
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2.2. The rule of a function

§2.2 EXAMPLE 3

Description of

Rule of f Arrow diagram Table of values f in words
x /(=)
-1 .
[ takes the input,
multiplies it by
0 itself, then adds 4
times the input
2
4
T f(x)
0
f(x) =4cosx T
3
T
2
™
f
r —— r+2
T f(x)
_3 1
0
(A
2
3 L
4
4 L
. 10
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2.2. The rule of a function

Why rules of functions are effective

§2.2 EXAMPLE 4
Let f(z) = 2* — 3z. Compute and simplify each quantity:

fx+h) - flz)

10.
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2.2. The rule of a function

Applying a function to a set

Definition 2.3 Suppose f is a function and {x,, xs, x3, ...} is some set/list of inputs.
By
f({l‘h To, T3, }),

we mean the set/list of outputs

{f($1>,f($2), f({L‘g), }

In other words, to apply a function f to a set, apply it to each member of the set.

§2.2 EXAMPLE 5
Let f(z) = 2 — 3z. Compute f({1,2,3}).
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2.2. The rule of a function

Applying functions to both sides of an equation

In Chapter 1 we talked about equations as being like balanced scales. Since func-
tions only have one output, if you apply a function to two equal inputs you must
get equal outputs. In symbols, this means

If @ = b, then f(a) = f(b) for any function f.

and restated, this is:

General principle of manipulating equations: If you start with any equation
and apply the same function to both sides, what you get is still an equation.

§2.2 EXAMPLE 6
In each part of this example, you are given an equation and a function. Apply the
given function to both sides of the equation, simplifying both sides of what you
get:

a) Jxr+2=9 flz)=2—2
1
b) 2x—1=5x+3 f(:r;)zi(x—i-l)
c) 4cosx =3z —7 f(z) = 2?
Solution:

dcosx =3x — 7
(4cosz)® = (32 — 7)*
16cos*z = (3 — 7)°

d) 223 +5=28s" flx) = ¥x
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2.3. Domain, codomain and range

2.3 Domain, codomain and range

We can associate to each function three sets, which describe the kinds of inputs
and outputs that the function has:

Definition 2.4
The set of inputs to a function f is called the domain of f. This set is denoted Dom( f).

Any set which contains all the outputs of f is called a codomain of f.
The set of actual outputs of f is called the range of f. This set is denoted Range(f).

If the domain of a function f is a subset of some set A and if B is a codomain of f, then
we write
f:A—B

and say “ f is a function from A to B”.

§2.3 EXAMPLE 1
In Motivating Example A (area of a square), we described the function A(z) = .

Dom(A) =

Range(A) =

codomainof A =

so it is valid to write

§2.3 EXAMPLE 2
In Motivating Example B (the pizza example), we described a function called price.

Dom(price) =
Range(price) =

codomain of price =

so it is valid to write
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2.3. Domain, codomain and range

Most of the time, the domains and codomains of functions we study in MATH 120
(and in calculus) are subsets of R, the set of real numbers. In other words, we study
functions f for which we can write

So if you see “Let f : R — R” in some statement or exercise, that just means that
[ is a function which has as its inputs some set of real numbers, and produces real
numbers as outputs.

Interval notation

Notice that the range of the function A in Example 1 was described with an in-
equality. It is convenient to have some shorthand notation for sets described by in-
equalities, so that we can write the domains and ranges of functions more quickly.

§2.3 EXAMPLE 3

a) Sketch a picture of the set of real numbers z satisfying 1 < x < 5 (this means
1 <zand x <5).

b) Sketch a picture of the set of real numbers z satisfying + > —4.

We adapt the ideas of these examples to describe certain sets with two numbers,
where the set goes from the first number to the second.

We use | and | are for weak inequalities < and > where the endpoint(s) is/are
included in the set; we use ( and ) for strict inequalities < and > where the end-
point(s) isn't/aren’t in the set.

We use oo (infinity) to represent the right edge of a set with no biggest number,
and —oo (negative infinity) for the left edge of a set with no smallest number.
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2.3. Domain, codomain and range

Definition 2.5 Let a and b be numbers.

This notation describes the set of real numbers x

1 satisfying this inequality:
[a, b] a<z<b
(a,b) a<xz<b
[a, ) a<xz<b
(a, b] a<x<b
[a, 00) a<zx
(a,00) a<cw
(—00,al r<a
(—00,a) r<a

Any set of any of these eight types is called an interval.

NOTE: oo and —oo never have square brackets on them. That’s because these
sets don’t actually include endpoints called “co” or “—o0”.

One ambiguity

In a vacuum, something like (3,5) might mean one of two different things: it is
either the ordered pair (z.y) = (3,5), or it is the interval of real numbers running
from 3 to 5 but including neither endpoint.

Whether (3, 5) is an ordered pair or an interval depends on the context in which it
is written.

Equality of functions

Definition 2.6 Two functions f and g are called equal if the functions have the same
domain, and if they produce the same output for every input in their common domain.
In this situation we write f = g.

The difference between “f = ¢” and “f(z) = g(z)”

* Writing f(z) = g(z) means the outputs of f and g are the same for one partic-
ular input x (which you might be trying to solve for).

e Writing f = g means the outputs of f and g are the same for every input x.
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2.4. Piecewise-defined functions

2.4 Piecewise-defined functions

A common class of functions f : R — R can be described by a procedure like this:
¢ Take your input z.
e If = is one type of input, do one thing to produce f(z).
e If x is a second type of input, do something else to produce f(x).

A function f that works like this is called a piecewise-defined function.

§2.4 EXAMPLE 1
Let f : R — R be the absolute value function f(z) = |z|.

a) Give a description of this function f in words.

b) Write a rule for the description given in part (a).

Remark: We don’t want to have to write this rule out over and over. This is
why we invent the symbol |z| for absolute value.

c) Compute f(7) and f (—2)
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2.4. Piecewise-defined functions

§2.4 EXAMPLE 2

—2r+1 <3
Let g(z) = r—2 3 <z <5 .Compute each quantity:
7 r>5

a) g(—2)
b) g(5)
c) g(8)

Who cares about piecewise-defined functions? Everyone should. Here’s why:

§2.4 EXAMPLE 3
Here is a piecewise-defined function that determines the amount 7'(x) of federal

income tax (not counting deductions) owed by an individual who has income z in
the year 2023:

dx x < 11000

122 — 220 11000 < x < 44725

22x — 4692.50 44725 < x < 95375
T(x) =4 .24z — 6600 95375 < x < 182100

.32x — 21168 182100 < z < 231250

.3bx — 149512 231250 < x < 578125

37x — 161074 x > 578125

a) If you make $35000 in 2023, how much do you owe in tax?

b) How much tax would a citizen owe on lottery winnings of $2500007?
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2.5. Multifunctions

2.5  Multifunctions

RECALL: MOTIVATING EXAMPLE B FROM §2.1
(This was the function “price” where price(z) is the price of z frozen pizzas pur-
chased at $5 per pizza, where every other pizza was free.)

price
x | price(x) 070
T 0 price
1 5 1~ 5
2 ) price
310 27 75
41 10 price
5 15 37 10

Question: Can you go backwards? More precisely, can you tell how many pizzas
you bought, based on the amount you spent?

A procedure that produces a list of (maybe more than one) possible output(s) from
each single input is called a multifunction:

Definition 2.7 A multifunction f is a procedure which takes each input x (in the
domain) and produces outputs (in the codomain) from that input, where each input
might lead to more than one output.

If f is a multifunction and x is an input with outputs yi,ys, ys, ... then we list the
associated outputs as a set by writing

fz) = {ylay2>y37 },
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2.5. Multifunctions

Equality of multifunctions is the same as equality of functions:

Definition 2.8 Let f and g be multifunctions. We say f and g are equal if f and g

have the same domain, and if f(x) = g(z) for every input x in their common domain.

§2.5 EXAMPLE 1

Consider the “plus-minus” multifunction
f(z) = .
Compute each quantity:

1. f(6)

2. £(0)

§2.5 EXAMPLE 2

Let g be the multifunction g(x) = +/2. Compute each quantity:
1. ¢(16)

2. g(144)

3. 9(0)

4. 9(-9)
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2.6. Inverting a function

2.6 Inverting a function

In the previous section, we were motivated by trying to undo or reverse the price
function of Motivating Example B (the pizza example).

Undoing/reversing a function is called inverting the function. Based on our mo-
tivating example, we see that in general, to invert a function, we have to use a
multifunction.

Definition 2.9 Let f : R — R. Then the inverse of f, denoted f~! and pronounced
“f inverse”, is the multifunction with all these properties:

* Outputs of f are inputs of f~' and vice versa (meaning that the domain of f~*
is the range of f and the range of f~' is the domain of f).

o f~!(y) is defined to be the set of all the inputs of f that produces output y.

WARNING: the —1 in this notation is not an exponent.

f~'(x) does not mean (f(gg))‘1 — e

fla)

1
If you have to write —— as an exponent, write it as (f(z))~%.

/()

It is useful to visualize inverses with the following arrow diagram:

Another way of looking at this: f~'(y) is a set/list of all the things that would

work as “?” in this diagram:
f
7T Ty
Contrast this with f(z), which is at most one item which works as the “?” in this
diagram:
f
—X ?

T
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2.6. Inverting a function

§2.6 EXAMPLE 1

Let price be the function described in Motivating Example B. If you don’t remem-
ber, price is the function with this table of values:

e Jof1]e]s]a]s
price(x)‘0‘5‘5‘10‘10‘15
Compute each quantity:

a) price 3

b) price™*(3)

P.S. The expression in (b) is pronounced “price inverse of 3”.

c) price '(10)

d) price 0

e) price ! (price(1))

f) price(price™'5)

Parts (e) and (f) of Example 1 illustrate the major concept concept behind inverses:

the inverse f~! is a multifunction which “undoes” whatever f does (and vice
versa):

Theorem 2.10 If f is a function with inverse f~, then

J7\(f (@) includes & and  f(f(y)) = y.
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2.6. Inverting a function

§2.6 EXAMPLE 2

Let f : R — R be f(z) = 2*. In parts (a)-(e), write an arrow diagram that explains
what is being asked for, and then compute the indicated quantity:

a) f(4)

b) f71(4)
o f7H(-4)
d) f7(0)

e) f'(y)

f) Is f~! a function R — R?

Remark: The work in part (e) can be thought of as finding a rule for f~'.

§2.6 EXAMPLE 3

Let g : R — R be g(z) = 5 — 3z. In parts (a)-(d), write an arrow diagram that
explains what is being asked for, and then compute the indicated quantity:

a) g(2)
Solution: |2 25 ?|;  g¢(2) =5—3(2) =|-1]
b) g7'(2)
Solution: |7 — 2| ;

) g '(y)

~

d) g7'(2)

e) Is g~! a function R — R?
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2.6. Inverting a function

§2.6 EXAMPLE 4
Suppose f and g are functions, each with domain {—3, -2, —1,0, 1, 2, 3}, described
completely by the table of values given below:

x -3 | -2 -1]0]1 2 3

f@o) | 2 | 1| =200 -3 2
g(x) 1 3 4 |12]10] -3 | -2

Compute each quantity:

a) f(2)
b) f71(2)
) g '(-3)

d) g7'(-1)

One-to-one functions

In general, the inverse of a function is a multifunction. But sometimes, the inverse
of a function is itself a function (like Example 3 of this section)! This happens if...

Definition 2.11 A function f is called one-to-one, a.k.a. injective, a.k.a. 1 — 1 if
different inputs to f must always lead to different outputs. Algebraically, this
means

T # o implies f(x1) # f(x2).

§2.2 EXAMPLE 5
Determine whether or not each given function is one-to-one:

1. The price function coming from Motivating Example B (pizzas $5 each, every
other pizza free)

2. A function modeling the price you pay for bags of chips, if bags of chips are
$3.29 each
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2.6. Inverting a function

3. The function in Motivating Example E (which gives the birth year as a func-
tion of the person in question)

4. The function f described by the table in Example 4 (one page ago)
5. The function g described by the table in Example 4

6. The function h(z) = |z|

7. The function k(z) = sinx

8. The function F'(z) = x?

Here’s why we care whether or not a function is one-to-one:

Theorem 2.12 The inverse of a one-to-one function is itself a function.

Using inverses to solve equations

A major reason we care about inverses is that an understanding of inverses is im-
portant in solving equations. Here are some basic examples:

§2.2 EXAMPLE 6

a) Consider the equation z — 13 = 17.

The reason we add 13 to both sides has to do with functions and inverses.
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2.6. Inverting a function

b) Consider the equation 8z = 48. To solve this, we divide both sides by &:

8xr =48
8r 48
8 8
=0

Why do we divide both sides by 8? Well, if we let f(x) = 8z, we can think of
the equation 8z = 48 as

! X8
f(z) =48 ie. v~ 48 or x 7 48.
The inverse of the function f(z) = 8zis f~!(z) = , so we get the solution
48
as f1(48) = 8= [6]. As an arrow diagram, this is
f x8
6 48 or 6 48.
ft +8

c) Consider the equation 2% = 81.

More on these ideas later, both in Section 2.8 and when we study equations in more
detail.
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2.7. Order of operations with functions

2.7 Order of operations with functions

§2.7 EXAMPLE 1
Let f(z) = 2 4+ 3z. Compute and simplify the following expressions:

a) f(2-1)

b) f(2) - f(1)
o f(2)-1

§2.7 EXAMPLE 2
Let h(z) = 2y/z + 1. Compute and simplify the following expressions:

a) h(4-9)

b) 4h(9)
c) 9h(4)
d) h(4)h(9)
e) h(4h(9))

§2.7 EXAMPLE 3
Let g(t) = 3t*. Compute and simplify the following expressions:

1. g(t+1)
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2.7. Order of operations with functions

One of the most important things to master in MATH 130 is how to interpret ex-
pressions with functions that have “invisible parentheses” in them. In particular,
this means learning order of operations with functions.

A new general rule: when reading an expression, whenever you see a func-
tion, immediately after the function there is an invisible (.

Everything after the invisible ( is grouped until you get to one of three things:
addition, subtraction or the name of another function.

§2.3 EXAMPLE 2
Let job z = 4z — 1. Compute and simplify each expression:

1. job(z)

2. job x

3. job(2 - 3)

4. job2-3

5. 2job 3

6. job (1 +3)

7. job1+3

8. job 1 +job 3

9.job2-4—-1

10. job (3job 1)

11. job 3job 1
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2.7. Order of operations with functions

Order of operations with functions and exponents

Definition 2.13 Let f : R — R be a function. For any n # —1, the notation f"(x)
(ak.a. frz) means (f(x))™.

REMINDER: f~!(z) is the inverse of f, not f(z) to the —1 power.

One instance where this notation is used is in the following trig identity:

Theorem 2.14 (Pythagorean Identity) For any real number z,

cos’x +sin’z = 1.

§2.7 EXAMPLE 3
Suppose car x = 3z — 1. Compute each quantity:

a) car 22

b) car?2

c) car’l

d) car3?-2

Solution: car 3% - 2 = car (3% -2) = car (9 - 2) = car 18 = 3(18) — 1 =[53].
e) 2 car 32

Solution: 2 car 32 = 2 car (3?) = 2 car 9 = 2[3(9) — 1] = 2[26] = [52].
f) 3car®(2—-1)2+5

g) car 'l
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2.7. Order of operations with functions

Substitutions in functional expressions

§2.7 EXAMPLE 4

a) If you know x = 7, how does the expression buzz x + 3 simplify?

(Put another way, how do you substitute “z = 7” into “buzz x 4 3"7?)

b) If you know buzz x = 7, how does the expression buzz x + 3 simplify?

c) If you know z = 7, how does the expression buzz (z + 1) simplify?

d) If you know buzz z = 7, how does the expression buzz (z + 1) simplify?

e) If you know z = 7, how does the expression buzz %z simplify?

f) If you know buzz = = 3, how does the expression buzz *z simplify?

§2.7 EXAMPLE 5

a) Substitute z = 2 into moon 2z + 3 sun %z = 17.

Solution: |moon 22 + 3 sun 22 = 17 ‘

b) Substitute moon x = 2 into c) Substitute moon ?z = 2 into
moon 2z + 3 sun %z = 17. moon %z + 3 sun’z = 17.
Then solve for sun z. Then solve for sun z.
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2.8. Composition of functions

2.8 Composition of functions

Definition 2.15 Let f and g be functions. The composition of f and g, denoted
f o g, is the function defined by the rule

(f e g)(x) = fg(x)).

Composing functions enables us to build more complicated functions out of easier
ones. In particular, composition corresponds to doing functions in sequence, from
right to left: to evaluate f o g, you do the procedure g first, then do the procedure

£l

An arrow diagram to explain:

x g(x) (fog)(z)

§2.8 EXAMPLE 1
Let f(x) = 2%, g(z) = 3z — 4 and h(z) = 22 + 1. Compute and simplify the rule for
each of these functions:

a) fog C) goyg

b) gof d) gohof

WARNING: composition of functions is not commutative (the order matters).
In general,

(fog)(x)# (go f)(z).
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2.8. Composition of functions

§2.8 EXAMPLE 2

Continuing with the functions f(z) = 2?, g(z) = 3z — 4 and h(z) = 2z* + 1 de-
scribed in Example 1, first draw an arrow diagram indicating what is asked for;
then compute each quantity:

a)

b)

(fog)(3)

(goh)(=2)

Solution: | —2 -5 %32 B
(goh)(=2) = g(h(~2)) = g (2(=2)* + 1) = g (2(4) + 1) = g(9) = 3(9)—4 = [23]
(gogo f)(3)

§2.8 EXAMPLE 3

Suppose f and g are one-to-one functions, each with domain {—3, -2, —1,0, 1,2, 3},
described by the table of values given below:

x -3 | -2 -1]0]1 2 3

f@) | 2 | 1| =2 03] 3|1
g(x) 1 3 | -1]2|0| -3 -2

Compute each quantity:

a)

b)

<)

d)

(fo9)3)

(flog)(=2)

(g7 o f7)(=1)

(fogo f7)(0)
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2.8. Composition of functions

Composing multifunctions
We compose multifunctions in the same way that we compose functions:
§2.8 EXAMPLE 5

Suppose f and g are multifunctions with ¢(1) = {4,5,6}, f(4) = {2,3}, f(5) =
{3,4} and f(6) = 10. Compute (f o g)(1).

Inverting a composition

Let gf be the “function” representing the procedure of putting your socks on.

Then ¢! is the “function”
Also, let f be the “function” of putting your shoes on.

Then f~! is the “function”

When you get ready to go outside, usually you perform the function that is written

symbolically as

Question: When you come back inside, what do you usually do? (There are two
ways of writing the answer.)

Theorem 2.16 Let f and g be functions. Then

(fog) =g lof
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2.8. Composition of functions

An arrow diagram to explain this:

Elementary functions

Every chemical compound is made up of molecules, where each molecule is itself
built from atomic elements. As an example, water is built from 2 hydrogen atoms
and an oxygen atom (water is H,O).

Suppose you have a (reasonable) mathematical expression with a single variable
that only appears once, like

cos V322 + 5 sin” 4z — 8 In(5 arctan(2z* — 3)) etc.

Every expression like this is the rule for a function, and that function is a composi-
tion of functions from a list of functions called elementary functions, in the same
way that every molecule is made up of atoms from the elements in the periodic
table.

On the next page, I give a list of names and rules of the elementary functions,
together with how they are represented in arrow diagrams:
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2.8. Composition of functions

List of elementary functions

CLASS EXAMPLES LABELLED ARROWS
A W | | hor
+3
. flz)=x+3 —
R ot
_ V7
by a constant f@) ;tcx T RS
-2 X2
f(:c) =27 — O —
e 2 2/5  x2/5
Multiplication / flz) =z S or =5
division flz) =7z Ty or X5
by a constant f (x)tz e V3
etc
e L3A
Whole number /(@) 353 A3
power flx)=a 25
— N An
functions flz) =2 -
etc
Reciprocal 1 e or My op A
functi fl@)=a"" =~
unction T
va
flx) =z -
Root flz) = x AN
functions flz) =z v
etc.
Elementary }C ((g f :;Zi ij;)
trig functions B .
f(z) =tanzx tan,
Inverse f(z) = arcsinz aresip
trig functions f(w) = arccosz =
& f(z) = arctan x arctan
o
Exponential o exp,
function fla)=e —
Natural logarithm n
functi%)n flw) =z -

77



2.8. Composition of functions

Functions you may have heard of that are not elementary:

-2 3/4

5—x T T CSCX secx cotx

cosh 2¢ logg log x

Diagramming functions

In this section, we are going to examine the connection between composition of
functions and order of operations.

§2.8 EXAMPLE 5
In each part of this problem, you are given a function which is a composition of one
or more elementary functions. Diagram the function. This means you are to write
an arrow diagram which indicates which elementary functions are composed (and
in what order) to produce the output of the given function.

a) f(x)=(z+1)°

b) f(z)=a3+1

o fla)=a"

d) f(z) =522/
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2.8. Composition of functions

§2.8 EXAMPLE 6
Diagram these functions:

a) f(x)=sin®2x

b) f(z) =2sinz

c) f(x)=2sinz®

d) f(z)=sin223

Solution: |z 22220 f(x)

e) f(z)=sin(2x)3

Solution: |z =223 f(z)

§2.8 EXAMPLE 7
In each part, you are given an arrow diagram with elementary functions that in-
dicates how f(z) is produced from z. Write the rule for f(z), simplifying your
answer as much as possible. (This is called reverse diagramming a function.)

a) a:e—>—>—>—>f()
b)x—@& f()
|| exp

) x—>—>—>—>f()

d) xx—2>A—3>i>i>;4>f(x)
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2.9. Arithmetic operations on functions

2.9 Arithmetic operations on functions
In the last section, we talked about combining elementary functions to make more
complicated functions using the operation of composition.

We can also build complicated functions out of elementary ones using other oper-
ations that are motivated by basic arithmetic operations we do with numbers.

Adding functions

The process of adding two numbers is a binary operation: that is, you add two
numbers (i.e. have two inputs) and get one sum (i.e. you have one output). To
think of addition as an arrow diagram, consider an example like this:

EXAMPLE: Suppose you have 8 red apples and 3 green apples. How many total
apples do you have?

More generally, adding two numbers a and b looks like this:

Of course, you can add more than two numbers together, but you have to add
them ftwo at a time:

+ D
34L247="7 >
2 >12

We can also add two functions f and g to get another function called “ f + ¢”.

Here’s how we do this: to define f + g, we need to say what its output, given a
generic input z. To get the output of f + g, we first compute f(z), then compute
g(x), and add those together to get the output (f + ¢)(x). That idea leads to this
definition:

Definition 2.17 Given functions f and g, the sum of f and g is the function f + g
whose rule is

(f +9)(z) = f(z) + g(z).
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2.9. Arithmetic operations on functions

Put another way, f + g is the function with this arrow diagram:

¥ f(x)
x/ \) z)= f(x T
. %(Hg)() f(x) +9(x)

g(w)

Subtracting functions

Subtracting two functions is similar to adding them: to define function f — g from
f and g, we decree that from input z, we first compute f(z) and g(z), then subtract
those to get the output of the newly defined f — g.

Definition 2.18 Given functions f and g, the difference of f and g is the function

f — g whose rule is
(f = 9)(z) = f(z) — g().

/\f
\/

§2.9 EXAMPLE 1
Suppose f and g are functions described by the table of values given below:

g)(x) = [f(z) — g(z)

T -3 | =2 ] —1 0 1 2 3

o) | =3 0 | =2 4 |a] 21
g(x) 5 -3 | 2 1210 =71 -3

In each problem, compute the given quantity and in parts (a) and (c), draw an
arrow diagram indicating what is being asked for.

a) (f+9)(-1)

b) (f+g71)(0)

A (f=9)3)

d) (f+g0/)2)
81



2.9. Arithmetic operations on functions

Multiplying and dividing functions

Definition 2.19 Given functions f and g, the product of f and g is the function fg
whose rule is

(f9)(z) = f(x)g(x).

The quotient of f and g is the function = whose rule is
g

(G-t

g g9(x)
T e = @

7 gla)

; f(z)
=0
Xg(:lc)/> g g

-

(z)
z)

T

—~

§2.9 EXAMPLE 2
Suppose f and g are functions described by the table of values given below:

x -3 | -2 -1} 0 |1 2 3
f(x) -3 0 -2 1 4 4] =2 1
g(x) 5 -3 | 2 12 10| =7 -3
Compute each quantity:

a) (f9)(2)
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2.9. Arithmetic operations on functions

fg
@ (225 )6

Scalar multiples of functions

There is one other operation we can do on a function. We can take a function and
multiply it by a number to produce a new function:

Definition 2.20 Let f be a function and let ¢ be a number. The scalar multiple,
a.k.a. constant multiple of f is the function cf whose rule is

(cf)(@) = ¢ f(x).

Here’s the arrow diagram for this, which indicates that cf is a function which first
does f, then multiplies the answer by the scalar/constant c:

cf

e

x f(z) (cf) ()

§2.9 EXAMPLE 3
Suppose f and g are functions described by the table of values given below:

T -3 | =2 ] —1 0 1 2 3

f@) || =31 0 | =2 4 | 4] 2] 1
g(x) 5 -3 | 2 1210 =71 =3

Compute each quantity:

a) (41)(2)

b) (29)(=2--1)

) <3 Jf;g) (~3)
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2.9. Arithmetic operations on functions

d) (4fog)(=1)

§2.9 EXAMPLE 4
Let f(z) = 2z — 3, g(x) = 2* + 2 and h(z) = 5 — 3x. Compute the rule for each
function:

1. f—2g

3. h?

g —4h

5. f+foh
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2.9. Arithmetic operations on functions

Theorem 2.21 (Order of function operations) When building complicated func-
tions from easier ones, the order of operations is:

~

obey any grouping symbols like parentheses or brackets;
2. exponents;

3. multiplication/division (from left to right);

4. composition (from left to right);
5

. addition/subtraction (from left to right).

You could shorthand the content of this theorem as “PEMDCAS”, which is really

e (8)-e-(2)

More diagramming of functions

§2.9 EXAMPLE 5
Diagram each function:

a) f(z)=x"+cosx

b) f(z)=23sin\/z
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2.9. Arithmetic operations on functions

x
o f(x)= pEyTa— + 3z tanz

d) f(z) = (2° —3)*(Ttanx — 3)* — | arctan z|

e) f(x)=(z+32z%cosz)! —logx
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2.9. Arithmetic operations on functions

§2.9 EXAMPLE 6
Reverse-diagram each of these pictures (and simplify your answers):

a) sin
: =

e
N,

-~ —= f()

e) >
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2.10. Graphs of functions

2.10 Graphs of functions

It is often useful to draw a picture representing a function. Such a picture is called

a graph:

Definition 2.22 The graph of a function (or multifunction) f : R — R is (a picture
of) the set of all points (x,y) such that y = f(x).

Put another way, this means that we think of the horizontal coordinate of any point
on the graph as being an input to the function, and the vertical coordinate is the
corresponding output:

y output

should really be
X thought of as input

We can make a reasonable guess as to what the graph of a function looks like by
plotting some points coming from a table of values:

§2.10 EXAMPLE 1
Let f(z) = 2* — 3. To produce a picture of the graph of f, let’s pick some inputs
and find the corresponding outputs:

input z | output f(z) | ordered pair 6 .
(3,6)
5;
-3
4
—2 3.
2;
—1
1+ °
2.1
0
-4 -3 -2 -1 1 2 3 4
-1
1
-2+ °
(13_2)
2 -3¢
(07_3)
-4
3
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§2.10 EXAMPLE 2

Sketch a graph of the multifunction f(x) = £z.

output(s) f(x)

ordered pair(s)

+(-3) ={-3,3}

(—=3,-3)and (—3,3)

+(-2) ={-2,2}

(—2,-2) and (—2,2)

+(-1)={-1,1}

(-1,-1)and (—1,1)

0 0 (0,0)

1 +1={-1,1} (1,—1)and (1,1)
2 +2 = {-2,2} (2,—2) and (2,2)
3 +3={-3,3} (3,—3) and (3,3)

2.10. Graphs of functions

Potential problem(s) with producing a graph from table of values:

5
4
3+ °
2
1+ °
[ ]
Il , Il Il Il Il Il Il Il Il
-2 -1 1. 2 3 4 5 6 7 8
-1
Ways to get around this:

1. Use technology: http://www.desmos.com | or a graphing calculator (or soft-
ware like Mathematica that you might learn how to use in a future course).

2. Use stuff we’ll learn in Chapter 3: we’ll learn some general theory about
classes of functions (closely related to the classes of elementary functions).
This will tell us what a lot of graphs basically look like without having to
construct tables.

3. Take calculus: where you learn some more powerful theory and computa-
tional techniques that tell you basically what any graph looks like without
having to construct tables. -
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2.10. Graphs of functions

Strengths and weaknesses of graphs
Graphs are good for:

¢ allowing you to estimate values of the function:

* identifying relationships between outputs and inputs, i.e. showing how the
output changes in response to a change in input:

As x increases
from 2 to 4,

to

* identifying optimal situations related to the function:

profit
25
20 The maximum possible profit is

15

, which occurs when
10

5 the product is pricedat .

5 10 15 20 25 30 35 40"
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2.10. Graphs of functions

Graphs are not good for:

* determining exact values of functions:

What is the graph of

fo(f?+3f)?

Vertical and horizontal line tests

§2.10 EXAMPLE 3
The graphs of several multifunctions are given below. Determine whether each
graph is the graph of a function y = f(x):

I e,

) / ) : :
S———

Theorem 2.23 (Vertical Line Test) A graph in the (z,y)-plane is the graph of a
function y = f(z) if and only if the graph intersects every vertical line in at most
one point.
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2.10. Graphs of functions

Enrichment: A graph that fails the vertical line test isn’t a function y = f(z),
BUT it can be the graph of a different kind of function (not y = f(x)). More on
this in Calculus 3 (MATH 320).

There is also a Horizontal Line Test, which tells us from a graph whether or not a
function is one-to-one:

Theorem 2.24 (Horizontal Line Test) A function f : R — R is one-to-one (a.k.a.
injective) if and only if every horizontal line strikes the graph of f in at most one point.

A graph of a A graph of a A graph of a
multifunction that is function y = f(x) that one-to-one
not a function y = f(z) is not one-to-one function y = f(x)

R ~
- Py,

Graphs of piecewise-defined functions

§2.10 EXAMPLE 4
Consider the graphs of these three functions:

1
§(;z:—2)3+1 x <2
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2.10. Graphs of functions

§2.10 EXAMPLE 5

The graphs of functions ¢ : R — R and r : R — R are shown below:
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2.10. Graphs of functions

x- and y-intercepts

Definition 2.25 Let f : R — R.

® The z-intercept(s) of a function are points on the graph of f that have y-
coordinate 0. These are the points where the graph of f intercepts the x-axis.

* The y-intercept of a function is the point on the graph of f that has x-coordinate
0. These is the point where the graph of f intercepts the y-axis.

Note: a function cannot have more than one y-intercept (otherwise the VLT would
be violated), but it can have any number of z-intercepts.

Note: some functions may not have z- and/or y-intercepts.
To find z-intercepts, set f(z) = 0 (i.e. y = 0) and solve for =.
To find the y-intercept, compute f(0) (i.e. set x = 0).

Keep in mind: z- and y-intercepts are points (ordered pairs), not numbers.

§2.10 EXAMPLE 6
Use the graph of f given below to estimate all z- and y-intercepts of f.

§2.10 EXAMPLE 7

2 8
Compute the z- and y-intercepts of the function ¢g(z) = 33
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2.10. Graphs of functions

Symmetry

It is useful to take note of functions whose graphs have symmetry, because certain
symmetries in a graph can be interpreted in terms of algebra.

§2.10 EXAMPLE 8
Consider the function f that has this graph:

a) Describe the symmetry of this graph.

b) Write down an algebraic formula that corresponds to this symmetry.

Definition 2.26 A function f : R — R s called even if its graph is symmetric across
the x-axis. Algebraically, this means f(—z) = f(x).

We use the word “even” because any function made up only of even powers of =
is even, including things like:

fla) =32  gla)=52"-32"2  h(z) =52 +32% — 222 43

In trigonometry, we encounter two functions that are even: and
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2.10. Graphs of functions

§2.10 EXAMPLE 9
Consider the function f that has this graph:

a) Describe the symmetry of this graph.

b) Write down an algebraic formula that corresponds to this symmetry.

Definition 2.27 A function f : R — R is called odd if its graph is unchanged if you
rotate the entire plane by 180° about the origin. Algebraically, this means f(—z) =

—f(x).

We use the word “odd” because any function whose terms are odd powers of «
will be odd, including things like:

5
V75

2
f(z) = 32" g(z) =Tz —8x73 h(z) = gxm? — 4.8732° +

In trigonometry, we encounter four functions that are odd:

7

, and
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2.11. Reading graphs

2.11 Reading graphs

§2.11 EXAMPLE 1
The graph of some unknown function g is shown below.

Use the graph of g to answer these questions/estimate these quantities:

a) What is the domain of g?

b) What is the range of g?

Q) 9(2)

d) g(—-1)+1

e) g(2-2)

f) 4g9(1) — 59(=3)

g 97(3)

h) ¢7'(2)

i) Near x = 2, would g(x) increase or decrease as x increases?
j) Near z = —3, would ¢(z) increase or decrease as x increases?
k) Which is larger, g(—1) or g(3)?

1) What is the maximum value achieved by g?
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2.11. Reading graphs

§2.11 EXAMPLE 2
Suppose that the temperature 7', in °C, of a filament at time ¢ (in minutes) is given
by a function whose graph is shown below:

Use this graph to estimate answers to the following questions:

a) What is the temperature of the filament at time 5?

b) At what time(s) is the temperature of the filament equal to 70°?

c) Attime 10.5, is the filament getting hotter or colder?

d) At what time is the temperature of the filament greatest?
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2.11. Reading graphs

§2.11 EXAMPLE 3

The graphs of f and g are given in the picture below (f is the thick graph; g is the

thin graph).

Use these graphs to estimate each quantity:

a) g(3)

o) (f+9)(5)

d) (fg9)(4)+1

e) (9o f)(0)

) f(=1)
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2.11. Reading graphs

§2.11 EXAMPLE 4
Let F' be the function whose graph is given here:

Also, suppose G is the function given by the table of values

v |3 =2|-1] 0 [1]2]5
T INEEIDEE

3—r z<1

and last, suppose H : R — R is the function H(z) = { 242 p>1c

Use all this information to compute (or at least estimate) each quantity:

a) 2+ F(—6) e) (3F —G+2H)(1)
b) (FG)(0) f) G(H(0) - F(5))
) (HoF)(3+1) g) (F'+HoG)(1)
d) (FH?)(2) h) 3(2F o G-1)(1)
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2.12. Graphs, equations and inequalities

2.12 Graphs, equations and inequalities

Every equation in one variable has a left-hand side and a right-hand side. If we set
f(z) equal to the left-hand side and ¢(z) equal to the right-hand side, we see that

Every equation in one variable can be thought of as f(z) = g(x).

This allows us to use graphs to approach equations. Suppose, for example, we
have the equation

N\

3(p _ 5)2 3
2= =5 610 (o= 35) arctan(e™). 2.1)

80

2cos2x —

=\ 3
We can let f(z) = 2cos2z — w + 6 and g(z) = 10 <r — ?) arctan(e*~*); then
this equation becomes

f(x) = g(x).

To see how graphs help us understand this equation, let’s look at the graphs of f
and g on the same axes;

Based on these graphs:

1. How many solutions does equation (2.1) above have?

2. What is/are the solution(s) of equation (2.1)?
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2.12. Graphs, equations and inequalities

Theorem 2.28 The solution(s) of the equation f(x) = g(x) are the x-coordinates of
the point(s) where the graphs of f and g intersect.

§2.12 EXAMPLE 1
Find the intersection point of the graphs of f(z) = 3 — 4z and g(z) = 5z + 8.

§2.12 EXAMPLE 2
Consider these graphs:

1
h(x)= &=
2

N /

/ \/ t/ \Z
g(x)= 3sin x+2

f(x)= —3arctan(5x—10)+1

a) What equation would you solve to find point A?

b) What equation would you solve to find point B?

c¢) When you solve the equation you wrote down in part (b), how many solu-
tions would you get?

d) How would you know which of those solutions is the z-coordinate of point
B?
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2.12. Graphs, equations and inequalities

§2.12 EXAMPLE 3
If a company produces x units of its product, then the company incurs costs C(x) =
302%3 + 25 and has revenue R(x) = ze®. Describe a method to determine the
number of units the company needs to produce in order to break even.

An important special case

We've seen that every equation in one variable is f(z) = g(z). However, if we move
all the non-constant terms of one side of this equation to the other side, we can
rewrite the equation as f(z) = b (not the same f we started with in f(z) = g(z)),
where b is a constant. For example, given the equation

2} +3r—5=>51"—x (2.2)

Here’s a graph of f(z) = 2® — 52° + 4a:

Based on this graph:

a) How many solutions does
equation (2.2) above have?

b) What is/are the solution(s) of

equation (2.2)?

Theorem 2.29 The solutions of the equation f(x) = b are the x-coordinates of points
where the graph of f has height b.
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2.12. Graphs, equations and inequalities

What about inequalities?

In the same vein that every equation in one variable is f(z) = g(z), every inequality
in one variable is either

flx)>g(x)  (aka g(r) < f(z))

f(x) = g(x)  (aka g(z) < f(z)).

Suppose we have functions f and ¢g with the following graphs:

Based on these graphs,

1. What is the solution set of the inequality g(z) > f(z)?

2. What is the solution set of the inequality g(z) > f(z)?

Theorem 2.30 The solution set of f(x) > g(z) is the set of z-coordinates where the
graph of f lies above the graph of g.

The solution set of f(x) > b is the set of x-coordinates for which the graph of f lies
above height b.

The solution set of f(x) < b is the set of x-coordinates for which the graph of f lies
below height b.
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2.13. Average and instantaneous rate of change

2.13 Average and instantaneous rate of change

§2.13 EXAMPLE 1

Here is the graph of a function f, where f(t) represents the distance (in meters) an
object has travelled after ¢ seconds:

f)

g)

h)

30
20

10

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

77777777777777777777777777777777777777777

fffffffffffffffffffffffffffffffffffffffff

t

2345678

How far has the object travelled 1 second after its departure?

How far has the object travelled 2 seconds after its departure?

How far did the object travel between times 1 and 2?

How much time elapsed between times 1 and 2?

What is the object’s average velocity between times 1 and 2?

How far has the object travelled 5 seconds after its departure?

What is the object’s average velocity between times 1 and 5?

What is the object’s average velocity between times 3 and 3.0001?

What is the object’s instantaneous velocity at time 3?
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2.13. Average and instantaneous rate of change

Definition 2.31 Let f : R — R, and suppose a < b.

* The net change in f from x = a to x = b is the change in the output, i.e.

net change = Ay = f(b) — f(a).

* The average rate of change of f from x = a to x = b is the change in the
output per unit change in the input, i.e.

average rate of change = f(bi:cfb(a).

* The instantaneous rate of change of f at x = a is the slope of the line passing
through (a, f(a)) which besff| approximates the curve f. This line is called the
tangent line to f at a.

“Exactly which line “best” approximates f is discussed in calculus.

§2.13 EXAMPLE 2
1
Let f(x) = §x(x +1)+3.

a) Compute the net change of f from x =2 toz = 5.

b) Compute the average rate of change of f from z = 2 to z = 5.

§2.13 EXAMPLE 3
The temperature of my grill is initially 70° F when I turn it on. Three minutes
later, its temperature is 330°, and seven minutes after I turn it on its temperature
is 490°. Determine the average rate of change in my grill’s temperature between
timest =3 and ¢t ="7.
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Chapter 3

A library of algebraic functions

BIG PICTURE
In the next two chapters, we are going to study several classes of functions. Col-
lectively, these functions:

¢ model lots of real-world phenomena by themselves;

¢ are combined (with +, —, X, <+ and o) to make pretty much every function
that models anything;

¢ are needed to solve equations coming from typical applications; and/or
* are the easiest examples necessary to illustrate calculus concepts.

Each class of function we study has a handful of important properties you need
to internalize. These properties are ultimately laid out in the tables at the end of
Chapter 4.

The functions we study will break into two types: the first type, consisting of those
coming from the operations +, —, X, <, powers and roots, are functions called al-

gebraic. Algebraic functions are the subject matter of Chapter 3.

The second type of functions, which include trig functions, exponentials and loga-
rithms, are called transcendental and will be discussed in Chapter 4.
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3.1. Linear functions

3.1 Linear functions

Definition 3.1 A linear function is a function f : R — R with a constant rate of
change.

In this definition, “rate of change” means both average rate of change and instanta-
neous rate of change: for a linear function, both of these are constant.

Remark: If you ever take MATH 322 (Linear Algebra), you will see a different
definition of the word “linear” that doesn’t match this one.

Linear functions are by far the most important class of functions to be familiar
with. This is because they have three very important properties:

1. linear functions are ubiquitous, meaning that they occur in lots of different
tields (biology, economics, physics, engineering, health, etc.);

2. linear functions are (relatively) easy to describe and analyze mathematically;

3. linear functions can be used to approximate harder functions (more on this
in calculus).

§3.1 EXAMPLE 1

a) Suppose the balance on your credit card statement is given in the table below.
Is the balance a linear function of the number of months that have passed?

time(months)‘o‘1‘2‘3‘4‘5‘6
balance ($) ‘ 800 ‘ 750 ‘ 700 ‘ 650 ‘ 500 ‘ 200 ‘ 150

b) The number of miles you have gone on a trip at various times is given in the
table below. Is the distance travelled a linear function of the amount of time
that has passed?

time (hrs) ‘0‘1‘2‘ 3 ‘ 4 ‘ 5 ‘ 6
distance(mi)‘0‘45‘90‘135‘180‘225‘270
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3.1. Linear functions

<)

d)

Suppose that the grade you will make on an exam depends on the number of
hours you study, as given in the chart below. Is your grade a linear function
of the amount of time you study?

time(hrs)‘0‘1‘2‘3‘4‘5‘6
grade(pts)‘25‘50‘75‘85‘90‘92‘93

In DNA molecules, the GC content (this is the % of guanine and cytosine
in the molecule) and its melting point (the temperature at which the DNA
molecule will denature) is given in the table below. Is the melting point a
linear function of the GC content?

GC content (%) ‘ 0 ‘10‘20‘30‘ 40 ‘ 50 ‘ 60
melting point (°C) ‘ 80 ‘ 85 ‘ 90 ‘ 95 ‘ 100 ‘ 105 ‘ 110

Slope

§3.1 EXAMPLE 2

Below, you are given tables of values for linear functions. For each table of values,

i.
ii.

1ii.

graph the function,

compute the rate of change of the function (since the function is linear, this
rate will be constant), and

identify what the rate of change of the function has to do with the graph.

(Example 1 (b) earlier)
time ¢ (hrs) ‘0‘ 1‘2‘ 3 ‘ 4 ‘ 5 ‘ 6
distance d(t) (mi) ‘ 0 ‘ 45 ‘ 90 ‘ 135 ‘ 180 ‘ 225 ‘ 270
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3.1. Linear functions

b) (Example 1 (d) earlier)

GC content z (%) ‘ 0 ‘10‘20‘30‘ 40 ‘ 50 ‘ 60

melting point f(x) (°C) ‘ 80 ‘ 85 ‘ 90 ‘ 95 ‘ 100 ‘ 105 ‘ 110

Y
1’20’””? ””” R T

7 R N S RN S

0 10 20 30 40 50 60

.1‘
9 """"""""""
Tl
.5 ,,,,,,,,,,,,,,,,,,
,_3,
.

Definition 3.2 The slope of a linear function is its constant rate of change. This is
a number, usually denoted by m, that represents how much the graph of the function

goes up/down for each unit x moves to the right.

110



3.1. Linear functions

§3.1 EXAMPLE 3

a) Suppose a linear function f has slope 4. If f(5) = 2, whatis f(6)?

b) Suppose a linear function f has slope —2. If f(1) = 14, whatis f(7)?

c) Suppose a linear function f has slope 3. If f(3) = 11, whatis f(—2)?

§3.1 EXAMPLE 4

Complete the following table:

slope of
linear function

amount the
input changes

amount the
output changes

7 4
12 2
3
- -8
5
2 3
3 1

111



3.1. Linear functions

§3.1 EXAMPLE 5

a) Graph the linear function g which passes through (—4, 3) and has slope 2.

1
b) Graph the linear function h that passes through (2, 0) with slope 7

c) Graph the linear function A that passes through (—1, 5) with slope 0.

These graphs explain why we call linear functions linear:

Theorem 3.3 The graph of a linear function is a line.

P.S. All lines are straight; all straight things are lines.
If a graph isn’t straight, it would be called a curve or a path, not a line.

Since the slope of a line is its rate of change, we can adapt the rate of change for-
mula we learned in Chapter 2 to produce a formula for the slope:

Theorem 3.4 (Slope formula) If f is a linear function so that (xg,yo) and (z1,y1)
are on the graph of f, then the slope of f is

_— rise Ay _Y1—Y% _ f(xl)—f(xo).

run  Ax 11— X 1 — To

§3.1 EXAMPLE 6
Compute the slope of the line that passes through each pair of points:

a) (3,—2)and (—5,—6)

b) (5,—3) and (—2,4)
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3.1. Linear functions

c) (8,7)and (—12,1)

— 1 — —
Solution: m = 22— % — T _ 6 _ |3 .
Ty —x9 —12-8 —20 10

d) (4,—6)and (4,2)

. y1i—% 2—(-6) 8
Solution: m = = = —
olution: m p—— ) 0

Slope and angle

Slope is very strongly connected with the trig function tangent:

Theorem 3.5 If f is a linear function with slope m and if 6 is the angle the graph of
f makes with the horizontal, then m = tan 6.

§3.1 EXAMPLE 7

a) Find the slope of a line which makes an angle of % with the horizontal.

Solution: The slope is m = tan g =

5l-

b) Find the slope of any vertical line.

Solution: Vertical lines have a slope of = with the horizontal,

so their slope is m = tan which

Note: this computation reinforces Example 6 (d) above.

113



3.1. Linear functions

Estimating slope

Assuming the scales on the x- and y-axes are the same, we can estimate the slope of a
line by looking at it:

§3.1 EXAMPLE 8
Estimate the slope of each linear function by looking at its graph (assume the scales
on the x- and y-axes are the same):

\ ’ 1 ’ 1 /
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3.2. More on linear functions

3.2 More on linear functions

The rule of a linear function

§3.1 EXAMPLE 3(B) (EARLIER)
Suppose a linear function f has slope 3. If f(1) = 4, whatis f(7)?

Solution: f(7) = f(1) +m(7T—1)=4+3(7—1)=4+3-6 =[22]

We want to generalize this example, to give a general rule for all linear functions.
Suppose a linear function f passes through the point (z, y9) and has slope m. Then

We have derived this important fact:

Theorem 3.6 (Point-slope formula) The linear function passing through the point
(20, yo) with slope m has rule

f(x) = yo +m(x — o)

a.k.a.

y = yo + m(x — xo).

§3.2 EXAMPLE 1
Write an equation (a.k.a. rule) of each line with the given properties:
1 =7

a) the line has slope _43 and passes through (2, 2)

b) the line passes through (-5, 3) and (4, —15)
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3.2. More on linear functions

2
c) the line passes through (6, 2) and makes an angle of % with the horizontal

§3.2 EXAMPLE 2
Are the points (-5, —8), (1, —4) and (10, 1) on the same line? Why or why not?

§3.2 EXAMPLE 3
Graph each line:

a) y=3—2(z—4)

116
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3.2. More on linear functions

Other algebraic representations of lines

As we have seen, the line with slope m passing through (¢, yo) has equation

There are other ways to rewrite this equation with algebra. For example:

Yy =yo +m(x — xp)

Theorem 3.7 (Slope-intercept formula) The linear function with slope m and y-
intercept (0, b) has rule

f(z)=mz+b a.k.a. y =maz +b.

WARNING: The slope-intercept formula is highly overrated, because if you
started with a point-slope equation, converting it to y = ma + b obscures the
point (xg, yo) you used to write the equation (which you usually don’t want to do).

Here is another way to rewrite the equation of a line:

Y =yo +m(x — xo)
Y = Yo +MT — My
Y —mx = Yo — Mo
—mx + Y = Yo — Mg
—mBx + By = B(yy — mx)

This gives us the equation on the next page:
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3.2. More on linear functions

Definition 3.8 (Standard equation) The standard equation of a line is
Az + By =C

where A, B and C' are constants.

Advantages of using the standard equation of a line:

¢ it allows you to write the equation of vertical lines, which are lines but not
linear functions (next page);

* it is useful for working with systems of linear equations (coming soon).

A major disadvantage of the standard equation is that y isn’t solved for, so it
doesn’t immediately give you a rule for the linear function you're thinking of. The
slope also isn’t readily apparent from looking at the standard equation.

§3.2 EXAMPLE 4
Consider the line whose standard equation is 2z — 5y = 17.

a) Find a rule for this linear function.

b) Determine the slope of this line.

2 1
Solution: From the rule f(x) = =%~ 57 we found in part (a), we know that

2
the coefficient on the z-term is the slope . Therefore m = .
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3.2. More on linear functions

Vertical lines

§3.2 EXAMPLE 5
Here is an example of a vertical line:

All the points on this line have the same , SO an

equation that describes this line is

Is this line a function y = f(z)?

We have seen earlier that vertical lines do not have a defined slope.

You should avoid using the phase “no slope”. The reason is that this can be
interpreted two ways:

To summarize:

Theorem 3.9 (Vertical lines) Vertical lines have undefined slope. They have equa-
tion x = ¢, where c is a constant. Vertical lines are lines, but not linear functions

y = f(x).
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3.2. More on linear functions

Real-world interpretation of slope; units

Suppose we have some real-world quantities that are related by an equation whose
graph is a line. This means that in a linear setting,

the amount the output changes is proportional to the input changes

and the slope of the line is the

Since the slope is obtained by dividing the rise (obtained by subtracting outputs)
by the run (obtained by subtracting inputs), the units of slope are always

units of slope =

§3.2 EXAMPLE 6

a) Hooke’s Law says that the force y needed to keep a spring stretched = units
beyond its natural length is directly proportional to . (Obviously, no force is
required to stretch the spring 0 units beyond its natural length.)

If it takes 9 N of force to stretch a particular spring 35 cm beyond its natural
length, find the slope of the line relating y and =z (with correct units), and
interpret the meaning of the slope.

b) At a grocery store, a 90 ounce jug of orange juice costs $6.50, but a 60 ounce
jug of orange juice costs $5.00. Assume a linear relationship between the
amount of orange juice purchased and the cost of said amount.

i. Find the slope of this linear relationship and interpret the slope.

ii. How much does 190 ounces of orange juice cost?
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3.2. More on linear functions

Various methods of graphing lines

The most efficient method of sketching the graph of a line depends on the equation
you are given:

1. If the line is vertical (has only z in the equation), or if the line is horizontal
(has only y in the equation), sketch the line by drawing one point on the line
and then sketching a vertical or horizontal line as appropriate. “Just do it.”

2. If the line isn’t vertical or horizontal:

e if the line is in slope-intercept form f(x) = mx + b, plot the y-intercept
(0,0), use the slope to get a second point, then connect the points;

e if the line is in point-slope form f(z) = yo + m(z — x¢), plot the point
(zo, o), use the slope to get a second point, then connect the points;

¢ if you are given the standard equation Az+By = C, find the z-intercept
(by setting y = 0 and solving for x) and the y-intercept (by setting z = 0
and solving for y); connect these points.

§3.2 EXAMPLE 8
Sketch the graph of each line:




3.2. More on linear functions

Parallel and perpendicular lines

Two parallel lines make the same angle with the horizontal:

v

1

Since the slopes of these lines are the tangent of the same angle 6, we see

Theorem 3.10 Parallel lines have the same slope.

Two perpendicular lines look like this:

We see from the congruent triangles in this picture that if the first line has slope

b . a
my = —, then the second line has slope m, = 7 That means
a —

Put another way,

Theorem 3.11 Perpendicular lines have slopes that multiply to —1.

Put another way, perpendicular lines have slopes that are negative reciprocals.
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3.2. More on linear functions

§3.2 EXAMPLE 9

a) Write the equation of the line parallel to y = 2+ 7(x — 1) passing through the
point (5, —3).

b) Write the equation of the line perpendicular to 2z — 7y = 11 passing through
the point (—4,0).
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3.2. More on linear functions

Other useful theoretical facts about linear functions

Inverses

Theorem 3.12 Any linear function whose slope is nonzero is one-to-one, and the in-
verse of such a function is linear.

REASON A line that isn’t horizontal will pass the HLT, so it must be one-to-one.

For the inverse, if f is linear then f(x) = ma + b. To undo this f, we would first
subtract b and then divide by m, so

B b 1 b
) =4=—=—y-2,
m m m

which is linear.

Maximum and minimum values

Theorem 3.13 When the inputs are restricted to a closed interval [a, b], the maximum
and minimum values of a linear function must occur at endpoints, meaning when the
input is a and/or when the input is b.

REASON If the slope is positive, the maximum value is at the right-most point
(when z = b) and the minimum is at the left-most point (when = = a). If the slope
is negative, the reverse holds.

Closure properties

Theorem 3.14 Suppose f : R — Rand g : R — R are linear, and let r be a constant.
Then, the following functions are also linear:

f+g f—g rf fog
REASON If f and g are linear, then f(z) = mz + b and g(z) = nx + ¢. Then:
(f+9)(x)=(mx+b)+ (nz+c)=(m+n)z+ (b+c)
(f—g)(x)=(mz+b) —(nx+c)=(m—n)x+ (b—c)
(rf)(@) =r(mx+b) = (rm)x +rb
(fog)(z)= f(nz+c)=m(nx+c)+b= (mn)xr+ (mc+0b).

All these rules are of the form (constant)z+ (constant), so they are all linear.
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3.3. Solving linear equations

3.3 Solving linear equations
Suppose you have an equation in one variable where both sides of the equation
are linear functions.

That means the equation has constant terms and z-terms, but nothing else (no 22,
no e*, no sin x, no y/x, no |z|, etc.)

Note: most linear equations have 1 solution; there are some “stupid” linear
equations with infinitely many solutions (0z = 0) or no solution (0z = 1).

Such an equation is called a linear equation and can be solved by moving all the
x-terms to one side and all the constant terms on the other side:

§3.3 EXAMPLE 1

Solve for z:
a) Tx+9==65
Solution:
7t +9 =065
Tr = 56

v =[8]

b) 3(z—1)+5=43z—-2) +x

Solution:
3z—1)+5=4B8zx—-2)+=x
3r —3+5=12xr —8+=x
3r+2=13z -8
10 = 10z
[1]==
1 3 1
C) —x+§zzx—g

126



3.3. Solving linear equations

Systems of linear equations

To find the intersection points of two lines (say the graphs of y = f(z) and y = g(x),
based on what we learned in Chapter 2, we would solve the equation

However, sometimes the equation of a line isn’t given in y = f(z) form, so we need
to know some other techniques for solving for intersection points. For example,
suppose want to find the intersection of the lines 3z — y = 18 and = + 4y = 20.

To solve for this point algebraically, we need to find (z,y) which is a solution of
the system of equations

3r—y =18
r+4y=19 ’

meaning we need to find (z, y) that works in both equations.

Methods of solving a system of equations

METHOD 1: Substitution. Solve for one variable in one equation and substitute
into the other equation (usually easier if at least one line is given in slope-intercept
form).

3r —y =18

r+4y =19
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3.3. Solving linear equations

METHOD 2: Addition/elimination. Multiply through each equation by a constant,
then add the equations to eliminate one variable (usually easier if both equations
are in standard form).

3r—y =18
r+4y =19

§3.3 EXAMPLE 2
Find the point of intersection of the two lines y = —22 — 1 and 8z + 5y = —1.

§3.3 EXAMPLE 3
Find the point of intersection of the two lines y = 3x — 7 and 62 — 2y = 5.
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3.4 Introducing transformations

§3.4 EXAMPLE 1
The graph of the linear function in the box is provided for you. On the same axes,
sketch the graph of the other function:

fla) = 3la—4)

foe) = ~24 (@~ 4)

foe(x) = —6+ ;(x —4)

From these graphs, we see:

* when we add a constant c to the rule of f, the graph

¢ when we subtract a constant ¢ from the rule of f, the graph

This works not just in the example we just did, but for any function:

Theorem 3.15 (Vertical shifts) Let ¢ > 0 be a constant.

* The graph of the function f(x) + c is the same as the graph of f, shifted up by ¢

units.

* The graph of the function f(x) — c is the same as the graph of f, shifted down
by c units.

$i>;0>f(m)—c
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3.4. Introducing transformations

§3.4 EXAMPLE 2
The graph of the linear function in the box is provided for you. On the same axes,
sketch the graph of each given function:

From these graphs, we see:

* when we replace z with (x—c) in the rule of f, the graph

* when we replace z with (z+c) in the rule of f, the graph

This works not just in the example we just did, but for any function:

Theorem 3.16 (Horizontal shifts) Let ¢ > 0 be a constant.

* The graph of the function f(x — c) is the same as the graph of f, shifted right by
c units.
=5 -1 flx—c¢)

* The graph of the function f(x + c) is the same as the graph of f, shifted left by ¢

VTS .2 G flz+e¢)
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§3.4 EXAMPLE 3

The graph of the linear function in the box is provided for you. On the same axes,
sketch the graph of each given function:

From these graphs, we see:

* when we multiply the rule for i by a constant ¢, the z-intercept of the graph

stays the same, and the graph is stretched /compressed vertically by a factor
of c.

e if ¢ < 0, the graph of h is reflected across the x-axis (flipped vertically).

Theorem 3.17 (Vertical stretch/compression) Let ¢ be a nonzero constant.

 The graph of the function c f (x) is the same as the graph of f, stretched vertically
by a factor of c units.

* If|c| > 1, the graph is stretched; if |c| < 1 the graph is compressed.
* The x-intercept(s) of cf(x) are the same as the x-intercept(s) of f.

e If c <0, the graph of the function cf(x) is the graph of f, stretched vertically by
a factor of c and reflected across the x-axis.
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3.4. Introducing transformations

What a transformation is

Definition 3.18 Let f : R — R. A transformation of f is any other function
whose rule comes from the rule of f by including some extra constant(s) via addition,
subtraction, multiplication or division.

EXAMPLES

¢ Transformations of the function f(z) = z? include

g(x) =2*+2, h(z)= _41372, k(r) = (x—2)% I(z)=32)* -1, etc

e Transformations of the function F'(z) = sin x include
G(z) = 2sinz, H(z) = sin(z + 3), K(z) = gsin 2z — 1, etc.
e Transformations of the function p(z) = e” include
q(z) = §e“ﬁ"’, r(z) = —e"*, s(z) =e™ — 3, u(z) = —8e*,  etc.

The graph of a transformation of f is obtained from the graph of f by doing some-
thing relatively “simple”. For example, we’ve seen

TRANSFORMATION OF f EFFECT ON GRAPH OF f
flz)+¢ shifts up c units
flz)—c shifts down ¢ units
flx—¢) shifts right ¢ units
flz+¢) shifts left ¢ units

stretched vertically by factor of ¢
of (@) (flipped across the z-axis if ¢ < 0)

Note: all these transformations have graphs that have the same general shape as
the graph of f (just shifted, stretched or reflected).

Key theme with transformations: when you transform f in a way that takes
place after f in an arrow diagram, the graph is affected vertically:

But when you transform f in a way that takes place before f in an arrow dia-
gram, the graph is affected horizontally:

1i>i>g(r) ILLQ(I)
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3.4. Introducing transformations

§3.4 EXAMPLE 4
The graph of some unknown function f is given below:

Use this graph to sketch the graph of each function:

a) f(z —2) d) 5 f(2)

) y

1234356718 °
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3.5. Quadratic functions

3.5 Quadratic functions

CONCEPT
We saw in Sections 3.1 and 3.2 that linear functions are those with a constant rate
of change.

Question: What does a function look like if it has a linear rate of change?

§3.5 EXAMPLE 1
Let f be the function which satisfies

e f(0)=0;and
* the average rate of change of f from x to x + 1is 2z + 1.

The second bullet point above means

Using this fact, we can produce a table of values for =, which will lead us to a rule

for f and a graph of f:

v | fla)
1 y
I P i e e 40
010 SO N N S A A B
o 30
) S N S S o -
2 N -
B S ¢ 2 0,,,:L,,T,,,\,,,L,,T,,,i,,
S e
5 ST G S O
~6-5-4-32-1 123456
6 A R N N R
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3.5. Quadratic functions

In general, if the rate of change of a function f is linear, then f itself will be
quadratic:

Definition 3.19 A quadratic function (or just quadratic) is a function f : R — R
whose rule is
f(z) =az’ + bz +c

for constants a, b and c (where a # 0).

Theorem 3.20 Let f : R — R. f is quadratic if and only if the rate of change of f is
linear.

(Proving this theorem rigorously requires calculus.)

§3.5 EXAMPLE 2
A beanbag is tossed out of a window so that its height (in meters) at time ¢, in
seconds, is given by h(t) = —5t2 + 15¢ + 40.

1. Compute the average rate of change of the height of the beanbag between
timest =0and ¢ = 1.

2. Compute the average rate of change of the height of the beanbag between
timest =1and t = 2.

3. Compute the average rate of change of the height of the beanbag between
timest =2and ¢t = 3.

Solution:

h(3) —h(2)  [=5(32) + 15(3) + 40] — [=5(22) + 15(2) + 40]

3-2 1
= [—45 + 45 + 40] — [—20 + 30 + 40]

=40 —50 =|—10 m/sec|.

135



3.5. Quadratic functions

4. Compute the average rate of change of the height of the beanbag between
timest =3 and ¢t = 4.

Solution: Mimicking what was done in Questions 1-3, we get

h(4) —h(3)  20—40
4-3 1

—20 m/sec |.

5. Explain why h is not a linear function.

6. Verify the average rate of change of the height across a 1 second interval of
time is a linear function.

7. Verity the average rate of change of the height across an s second interval of
time is also a linear function.

Solution: Similar to what was done in Question 6, we have

flt+s)— f(t) _ [=5(t+ $)% + 15(t + s) + 40] — [—5t* + 15t + 40]

(t+s)—t s
[—5(t* + 2st + s*) + 15t + 15s + 40] + 5t* — 15¢ — 40

S
—5t% — 10st — 5s* + 15t + 15s + 40] + 5t* — 15¢ — 40

S

—10st — 55> + 15s

S

—10t — 1
_s(100 =55+ 18) —10t + (=5s+15) |
S
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3.5. Quadratic functions

The two forms of a quadratic function

We’ve seen that the graph of f(z) = 2? is a parabola:

—6-5-4-3-2-1

Our next task is to see why the graph of any quadratic is a parabola. To do this, we
need to find a second version of a rule that describes quadratic function. And to
do this, we’ll use transformations.

§3.5 EXAMPLE 3
For each given function:

1. Sketch the graph of the function by transforming the graph of f(z) = 2%

2. Write the rule for the function in the form az? + bx + c.

a) gla) = (x—3)+1
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3.5. Quadratic functions

Observations about the graph of f(z) = a(z — h)* + k:

¢ All these graphs are parabolas;

the vertical line # = h is an axis of symmetry for the parabola;

the parabola “turns around” at the point (A, k);

the domain of f is the set R of all real numbers;

if a > 0, then:

— the parabola opens upward,
— the function f has a minimum value of k£, and

— the range of f is [k, 00);

if a < 0, then:

— the parabola opens downward,
— the function f has a maximum value of %, and

— the range of f is (—oo, k.

The vertex of a parabola

Definition 3.21 The point where a parabola “turns around” is called the vertex of
the parabola. This point is usually denoted (h, k).

§3.5 EXAMPLE 4
Identify the z-intercepts, the y-intercept and the vertex of this parabola:

z-ints:

y-int:

vertex:
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3.5. Quadratic functions

Completing the square

QUESTION
Can you write any quadratic function in the form a(z — h)* + k?

?
/\

Standard form Vertex form
f(z) =az* +bx+c f@)=alx —h)?+k
'\—/

FOIL

Answer: Yes; to do this you use a technique called completing the square.

§3.5 EXAMPLE 4
Write each quadratic function in vertex form:

f(z) =22 + 162 — 10 f(z) =ax* + bz +c
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3.5. Quadratic functions

Theorem 3.22 (Completing the square) Given a quadratic expression ax®+bx+c,
we can rewrite this expression as

ar’ +br+c=a(z—h)’+k

where h = —2b and k = ah® + bh + c.
a

As a consequence, the graph of every quadratic function is a parabola.

Definition 3.23 The formula f(z) = a(x — h)* + k is called the vertex form of the
quadratic.

, b
Theorem 3.24 The vertex of f(x) = az® + bx + ¢ has x-coordinate h = ~5
a

§3.5 EXAMPLE 5
Find the coordinates of the vertex of f(z) = 22* — 12x — 7.
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3.5. Quadratic functions

Solving quadratic equations

A quadratic equation is an equation where the LHS and RHS are both quadratic.
The most general equation of this type is

which can be thought of as trying to find the (z-coordinates of) intersection points
of two parabolas.

Number of solutions

Here are some pictures which show the ways two parabolas can intersect:

WAL LAY
Ty AN S \

Theorem 3.25 A quadratic equation has 0, 1 or 2 solutions.

Solving quadratic equations by factoring

To solve a quadratic equation by factoring, we
1. move all the terms to one side of the equation (i.e. make one side zero), then
2. factor the non-zero side, then
3. set each factor equal to zero and solve for the variable.

This method is based on the following algebraic concept:

If two (or more) terms multiply to make zero,
at least one of the terms must itself be zero.

§3.5 EXAMPLE 6
Solve for z in each equation:

a) 22 —5r—14=0
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3.5. Quadratic functions

b) 2? =18 + 3x

c) 222 —28x+98 =10

WARNING: Factoring is only a useful technique to solve equations if one side
of the equation is zero:

O)(A)=0 (O)(A) =4

Solving quadratic equations with no z term

If a quadratic equation has z? terms but no x terms, we can solve it without factor-
ing. To do this,

1. isolate the 22 term by itself, then

2. take £+ va of both sides.

IMPORTANT: Don’t forget the + here!
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3.5. Quadratic functions

This method takes advantage of the following fact:

Theorem 3.26 (Inverse of a quadratic) If f(z) = 22, then f~'(z) = +\/z.

As an arrow diagram, this concept is

§3.5 EXAMPLE 6
Solve for x in each equation:

a) 72—25=0

b) 2% +7=5(2? —2)

b) 222 +7=0
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3.5. Quadratic functions

More completing the square

We saw earlier how completing the square could be used to find the vertex of a
parabola. The method of completing the square is also useful for solving quadratic
equations:

§3.5 EXAMPLE 7
Solve for z in each equation by completing the square:

a) 322+ 120-7=0

b) 22+ 10z —-3=0
Solution: We have ; 10
h= —— = "~ — _
0 ) - P
and
k= (=5)?+10(=5) +3=25—50+3 = —22,

so by completing the square on the left-hand side we can rewrite the equation
as

(x+5)72—-22=0

(x+5)* =22
T+ 5 =422
T =|-5+v22|
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3.5. Quadratic functions

The quadratic formula

What do you do with a quadratic equation if you can’t factor it and you don’t want
to complete the square?

Theorem 3.27 (Quadratic Formula)

bt Vb2 —4
Ifax? + bz +c=0, then x = “«“.

2a
In particular:

o Ifb* — dac > 0, then the quadratic equation ax® + bx + ¢ = 0 has two solutions
o Ifb*> — dac = 0, then the quadratic equation ax® + bz + ¢ = 0 has one solution

e Ifb* — 4ac < 0, then the quadratic equation ax* + bx + ¢ = 0 has no solution.

NOTE: The quadratic formula only works on quadratic equations, where one
side of the equation is zero.

WHERE THE QUADRATIC FORMULA COMES FROM

Suppose you complete the square on an arbitrary quadratic equation:

ax’+br+c=0
a(xr—h)>+k=0

x—h:j:\/—ﬁ
a
|k
r=hxy/——
a

b
Now, we know h = —5. and k = ah?® + bh + c. If you plug these formulas in for
a
and k and do algebra to simplify this answer, you get the quadratic formula.

alr —h)* = —k
(x — h)? —z
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3.5. Quadratic functions

§3.5 EXAMPLE 8

Solve for z in each equation:

a) 222 +3x+1=6x

b) 32% —4r = —11

) —2?+5x+3=0
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3.5. Quadratic functions

Graphing parabolas

The most efficient method of sketching the graph of a quadratic depends on the
equation you are given:

1. If you are given the standard form f(z) = az®+ bz + ¢, find the z-intercept(s)
and the y-intercept and sketch the parabola (it opens up if a > 0 and opens
down if a < 0). The vertex will be halfway between the z-intercepts, by the
way.

2. If you are given the vertex form f(z) = a(xz — h)? + k, plot the vertex (h, k)
and maybe also the y-intercept, and sketch the parabola (it opens up if a > 0
and opens down if a < 0). (Alternatively, just shift the parabola y = 2% using
transformation methods.)

§3.5 EXAMPLE 9
Sketch the graph of each function:

a) f(z)=2(z+3)—5

.........................

-------------------------

.........................

-------------------------

_______________________

-----------------------

_______________________

———————————————————————

_______________________

_______________________

———————————————————————
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b) f(z)=—2*+T2—6

c) flx)=22>+x—15
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3.6. Polynomial functions

3.6 Polynomial functions

CONCEPT

IF THE RATE OF
CHANGE OF f IS

THEN f IS | AND f HAS THIS RULE

Zero constant flx)=c
constant linear f(x)=mz+b

linear quadratic | f(z) =ax®+bx+c
quadratic

If you continue with this chart indefinitely, you get a collection of functions called
polynomials:

Definition 3.28 A polynomial is a function f : R — R whose rule can be written

as

f(x) = ag + a1x + asx® + ... + agz®

for constants ay, as, ..., aq, where ag # 0.
d is called the degree of the polynomial.

aq 1s called the leading coefficient of the polynomial.

Note: Constants (which have degree 0), linear functions (degree 1), and quadratic
functions (degree 2) are all polynomials.

1
Note: Only non-negative powers are allowed in polynomials: /= = 2/2, — = 27},
T

sin z, etc. are not polynomials.
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3.6. Polynomial functions

§3.6 EXAMPLE 1

Determine whether the given function is a polynomial. If it is, identify its degree
and leading coefficient.

a) f(z)="Tz3+22%-6
b) h(x) = 22" + 3232 — 4
c) r(x) = (4x —3)(22* + 1)

d) f(z)=4%—2a!

Power functions

The simplest polynomials are called power functions. These have one term and a
leading coefficient of 1, so they have the form f(z) = z¢. Here are their graphs:

f)=x, fo=x f)=x> fo=x’
L 1 .
- X /q l X /AT ] X (T l X

f(x)=x> fo=x* f)=x°

fx)=x"
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3.6. Polynomial functions

Theorem 3.29 (Properties of power functions) Let f(z) = x%.
Domain: the domain of every power function is R.

Range: if d is even, then the range of f is [0, c0);
if d is odd, then the range of f is R.

Symmetry: if d is even, then the function f is even;
if d is odd, then the function f is odd.

Minimum values: if d is even, then f has a minimum value of 0;

if d is odd then f has no maximum or minimum value.

§3.6 EXAMPLE 2
Sketch a crude graph of each function:

Some theory of polynomials

Closure properties

Theorem 3.30 If f and g are polynomials, then so are f + g, f — g, fgand f o g.

§3.6 EXAMPLE 3
Let f(z) = 2? + 4z + 3 and g(z) = 2° + 2. Compute and simplify (f o g)(x).
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3.6. Polynomial functions

Continuity and smoothness

Theorem 3.31 The graph of any polynomial is continuous (meaning the entire graph
can be drawn without lifting your writing instrument from the paper) and smooth
(meaning that the graph has no sharp corners or cusps).

Turning points

A turning point of a polynomial f is an z-coordinate where the graph of f either
changes from increasing to decreasing, or decreasing to increasing.

Theorem 3.32 A polynomial of degree d has at most d — 1 turning points.

Fundamental Theorem of Algebra

Theorem 3.33 (Fundamental Theorem of Algebra) If f is a polynomial with de-
gree d, then the equation f(x) = 0 has at most d solutions.

Tail behavior

Earlier, we saw the graphs of f(z) = ax? (constants multiplied by power func-
tions). As these graphs go to the left and right, the “tails” of these graphs either
point upward or downward.

What about the tail behavior of a polynomial? Let’s consider an example: let
f(x) = —4a® + 322 + bz — 1.

More generally, any polynomial has the same tail behavior as its highest-power
term. This means:
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3.6. Polynomial functions

Theorem 3.34 (Tail behavior of polynomials) Suppose f is a polynomial with de-
gree d > 1 and leading coefficient aq. Then:

if d is even and aq > 0, then both tails of the polynomial point upward, meaning
the graph of f looks like this:

=+

if d is even and aq < 0, then both tails of the polynomial point downward,
meaning the graph of f looks like this:

R

if d is odd and aq > 0, then the left tail of the polynomial points downward but
the right tail points upward, meaning the graph of f looks like this:

-

if d is odd and a4 < 0, then the left tail of the polynomial points upward but the
right tail points downward, meaning the graph of f looks like this:

mp

In particular, the tails of a (nonconstant) polynomial function cannot point side-
ways. As you go to the extreme left or right of a polynomial graph, the graph must
point upwards or downwards.
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3.6. Polynomial functions

§3.6 EXAMPLE 4
For each given graph, answer the following questions:
i. Is this the graph of a polynomial?
ii. Ifitisa polynomial, is its degree even or odd?
iii. If it is a polynomial, is its leading coefficient positive or negative?
iv. Ifitis a polynomial, what is its smallest possible degree?

v

i. Polynomial?

ii. Degree even or odd?

a) /a\
\/ Y ) iii. LC positive or negative?
iv. Smallest possible degree?
'" i. Polynomial?
ii. Degree even or odd?
b)

iii. LC positive or negative?

iv. Smallest possible degree?

i. Polynomial?
/_/ ii. Degree even or odd?

X ' iii. LC positive or negative?
iv. Smallest possible degree?
1 i. Polynomial?
[\ ii. Degree even or odd?
d)

\/ \/ ) iii. LC positive or negative?

iv. Smallest possible degree?
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3.7. Root functions

3.7 Root functions

Review of fractional exponents

Definition of root function
Graphs of root functions
Properties of root functions

Power and radical rules

Inverse properties
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3.8. Rational functions

3.8 Rational functions

RECALL

Negative exponents are treated as

7% = 3r+17%=
A function made up of integer exponents is called a rational function. Any such
function can be combined as in the second example above to be put in a standard
form:

Definition 3.35 A rational function f : R — R is any function whose rule is the
quotient of two polynomials.
In other words, f is rational if it has a rule of the form

ag + a1z + asx® + ... + a, ™

fe) = bo + D17 + box? + ... + by
x3 —3x+4 B 7ad + 723 — 17z

The reciprocal function

Here is the most important rational function:

1
Definition 3.36 The reciprocal function is the function f(z) = — = 27"
T

Let’s graph this function using a table of values:

11 11
I S T e T = = T RS B
v 2| 73 319
1 1] 1 1|1
oy = L1
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The shape of this graph, which has two disconnected pieces, is called a hyperbola.

1
Theorem 3.37 (Properties of the reciprocal function) Let f(x) = = Then:

Domain The domain of f is R — {0}.
Range: The range of f is R — {0}.
Symmetry: f is odd.

. . 1. . 1
Inverse: f is one-to-one, and the inverse of f(x) = — is itself: f~'(z) = -
7

§3.8 EXAMPLE 1
Diagram each function, then sketch its graph:
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6sar2)y 1234567
b

,,,,,

,,,,,
|

§3.8 EXAMPLE 2
Write a rule for each function whose graph is shown here:

<

y

— WA DO .

a)

—6-5-4-3-2-N T 23 4 56
1111§+2llllll
-3
4
—
-6
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3.8. Rational functions

Asymptotes

Let’s take another look at the graph of f(z) = l:
T

Notice that there are vertical and horizontal lines that the graph of f appears
to “merge” into. These lines are called vertical asymptotes (VA) and horizontal
asymptotes (HA) of f. The graph of f never actually touches the vertical asymptotes,
but gets closer and closer to them.

In MATH 130, we want to be able to write equations of horizontal and vertical
asymptotes given a graph:

§3.8 EXAMPLE 3
Write the equations of any horizontal and/or vertical asymptotes of this function:

Computing the asymptotes of a function from its formula is a task you learn how
precisely to do in Calculus 1, but here are some general rules for rational functions
that, if you remember them, can help you shortcut some calculus computations:

Theorem 3.38 (VA of rational functions) Let f : R — R be a rational function.
The VA of f are lines of the form x = c, where c makes the denominator of f zero but
makes the numerator of f nonzero.

A graph of a rational function never touches/crosses any of its VA.
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3.8. Rational functions

Theorem 3.39 (HA of rational functions) Let f : R — R be a rational function,
i.e. has form

U™ + Q1 2™+ Qo™ 2 4 a2 a1z + ag

f(z) = bpx™ + by 12" + bp_ox™ 2 + ... + bex2 + b1z + by

Then:

1. If m < n (ie. largest power in numerator < largest power in denominator),
then y = 0 is the HA of f.

2. If m = n (i.e. largest powers in numerator and denominator are equal), then
Y = (;ﬂ is the HA of f.

3. If m > n (ie. largest power in numerator > largest power in denominator),
then f has no HA.

In the first and second situations, the graph of f will appear to merge into the HA at
the extreme left and extreme right edges of the graph.

It is possible for the graph of a rational function to cross its HA (but not its VA(s))
one or more times.

§3.8 EXAMPLE 4
Compute the horizontal and vertical asymptotes of each function:

z—3
) 1@ = et

2r2 — 18
b) g(x):x2—5x—24
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3.8. Rational functions

Closure properties

If you build more complicated functions out of rational functions, you will end up
getting a rational function:

Theorem 3.40 If f : R — R and g : R — R are both rational functions, and if r is
any constant, then the following functions are all rational:

f+9 f—-9 Jg g rf  fog.

To see why this is, we need to learn how to manipulate rational expressions. These
manipulations are based on how we manipulate fractions.

Manipulation of rational expressions

To simplify a rational expression, factor the top and bottom and cancel factors.

A B_B
c'A-C

WARNING: In a fraction or rational function, you can only cancel factors
(things being multiplied), not terms (things being added). You must completely
factor both the top and bottom of a rational expression before cancelling anything.

ALWAYS FACTOR BEFORE YOU CANCEL!

Here are two typical examples of illegal “cancelling”:

> +3 2?43
— — =

2 T

§3.8 EXAMPLE 4
Simplify each expression:

x? —3x—10
a) - =
x? — 122 + 35
b) 23+ 1022 + 24

x4 4+ 13 — 1222
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3.8. Rational functions

To multiply rational expressions, multiply the numerators and multiply the
denominators:

A C AC

B D BD
It is often easiest to factor A, B, C' and D first and cancel, to make the multipli-

cation easier.

§3.8 EXAMPLE 5

5 15 2_4
a) Compute and simplify T 5 15 50"
T — T —

b) Suppose f(z) = it; and g(x) = 22157. Compute and simplify (fg)(z).

To divide rational expressions, flip the divisor over and multiply:

A.c_AD
B'D B C

A/B 4 A
A _ 4 mean A'g—é ¢
== eans .C—l B.

BjC~ B

So you should never write this:
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3.8. Rational functions

§3.8 EXAMPLE 6

2 —9 ) 224+ 5r 4+ 4

Compute and simplify r+4  2+1-6

To add or subtract rational expressions, find a common denominator (by cre-
atively multiplying each term by 1) and then add the numerators:

éig_A:I:C’ é+g_AD+OB_AD+CB
B B B B D BD BD  BD

Factoring helps find the smallest common denominator.

§3.8 EXAMPLE 7

a) Compute and simplify %_1_4 + xi
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3.8. Rational functions

1

PN Compute and simplify (f — g)(z).

b) Let f(x) =

and g(z) = T

Compound fractions

Definition 3.41 A compound fraction is a fraction whose numerator and/or de-
nominator themselves contain fractions.

3 2 44 Bz—1 (3(x+h)) 3z
. 5 3 w42 T 215 3(@+h+2 3a+2
EXAMPLES: 51 213 = n . n
9 x—5 24x—3

To simplify a compound fraction, creatively multiply through by 1, where
the “1” is a fraction containing all the “small denominators” of the compound
fraction.

§3.8 EXAMPLE 8

3 _
T

34 5

a) Simplify
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3.8. Rational functions

2 2
b) Simplity oth _w
z+1 T+ 2

c) Let f(x) = P and g(z) = Compute and simplify (g o f)(z).

r—1
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3.8. Rational functions

d) Let F(z) = (v+4) "' and H(x) = 2+ 3. Compute and simplify (F o H o F)(x).

Solution: Notice first that F(z) = (v +4)"' = ;- Therefore

T+

(FoHoF)(z)=F(H(F(x)))

= £l (xj—4>>

(L +7) (@+4)
r+4
1+ 7(x +4)
r+4
1+ 7+ 28
r+4

Tx +29
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3.9. Absolute value function

3.9 Absolute value function

Definition 3.42 The absolute value function is the function R — R whose rule is

z ifxz>0

—x ifx <0

We can sketch the graph of |z| from its piecewise definition:

123456 "

§3.9 EXAMPLE 1
Diagram each function, then sketch its graph:

a) F(t) = |t —4
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3.9. Absolute value function

2

,,,,,,,,,,,,,,,,,,,

Theorem 3.43 (Properties of absolute value) Let f(z) = |z|.
Domain The domain of f is R.

Range: The range of f is [0, 00).

Symmetry: f is even.

Inverse: The inverse of f(x) = |z| is the multifunction f~*(z) = +u.
Multiplicative: |zy| = |z||y|.

Relationship with square and square root: |z| = /2.

Distance computation: |z| = the distance from x to 0 on a number line.
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3.9. Absolute value function

Signum function

Here is another function used to illustrate some calculus concepts:

Definition 3.44 The signum function is the function f(x) = m
T

OBSERVE
Let f be the sighum function.

||

. ifx>0,f(x):?:

:m:

o ifx <0, f(z)
so the signum function also has the piecewise definition

2| ifz <0

x ifx >0

which means its graph looks like this:
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3.10. Semicircles

3.10 Semicircles

OBSERVE
The equation of a circle of radius r centered at (0, 0) is

QUESTION
Is a circle the graph of a function y = f(z)? Why or why not?

To summarize:

Theorem 3.45 (Semicircles) The graph of f(x) = \/r? — 22 is the top half of a circle
of radius r centered at the origin:

fy=Nr -2

—r r

The graph of f(x) = —+/r? — x? is the bottom half of the same circle:

y

wz /rz 2
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§3.10 EXAMPLE 1

Sketch a graph of each function:
a) f(x) =

V25 — 12

---------------------

-----------------------

_______________________

3.10. Semicircles




3.10. Semicircles

Aesidoa) 1234560
S - e

,,,,,,,,,,,,,,,,,,,

§3.10 EXAMPLE 2
Write a rule for each function whose graph is shown here:
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